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Prologue

This PhD project began as something entirely different to what it is now. My back-
ground is in quantitative psychology, having completed a bachelor and honours
degree in what was known colloquially as the ‘rats and stats’ department, at the
University of Newcastle in Australia. I trained in a neuroanatomy lab for years in
my home country, and was quite content with the idea of a future in brain science
until a brush with metascience in 2014 at the end of my undergraduate. I began
my first paper that year, a pair of replication studies which eventually got pub-
lished in The Journal of Experimental Psychology: General (Field, Wagenmakers,
Newell, Zeelenberg, & van Ravenzwaaij, 2016). I moved to the Netherlands in
2015 and promptly began a Research Master specializing in statistics and psycho-
metrics.

Every assignment in which I could choose a topic myself, revolved around
metascience in one way or another. Three such assignments turned into my
second, third and fourth scientific articles (Field, Hoekstra, Bringmann, & van
Ravenzwaaij, 2019; Field et al., 2020; Field & Derksen, 2021). At this point, I
had the vision of combining my deep love for metascience with methodology in
future study endeavours. After all, I’ve come to believe that a good methodologist
is never obsolete, no matter the job climate. My sights have always been trained
on obtaining a PhD: the idea of going deep into a topic appeals to me on a funda-
mental level, not to mention that I love learning for learning’s sake. Based on my
training, I don’t think I can be blamed for thinking my interest in that PhD study
should or would lie purely in the realm of quantitative empirical research.

After a year of reading, writing the start of my thesis, drafting and reading
some more, I began to experience a shift in my interest. From the quantitative,
methods-focused proposal I had conceived (guided first by E.-J. Wagenmakers,
and later by Henk), to a primarily qualitative sociological focus. I can’t pretend
that I noticed it myself – Henk and Maarten were the ones who first brought it to
my attention. Totally true to my character, I initially denied it. I am headstrong
and assertive, by nature. You can lead me to the stream, but unless I have decided
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for myself that I definitely want to drink, I won’t drink a drop. So, naturally, the
first meeting where the shift was mentioned, I was adamant that continuing on
the original path was best. Although my growing interest couldn’t be denied, I truly
should be following the quantitative path I’d so painstakingly laid out for myself. So
went my internal dialogue.

True to the characters of both the supervisors, they allowed me to lead the
way. They’ve both got wisdom gained from years of supervision of others, and
some time previously working with me. They knew I’d come around, and trusted
that that timing would be the best time to make adjustments to the project. They
were right. I did come around to the idea, a month or two (or six) later. Thank-
fully my supervisors are supportive, sensitive people who thought it in the best
interests of both myself and the project to allow me follow this wholly accidental
change in direction.

If you keep reading, you’ll learn about a subculture within broader academia.
This subculture has emerged in response to a recent huge shift in perceptions of
the trustworthiness and validity of the field, resulting in a relatively sudden and
fast-growing increase in interest in metascientific and reform topics. I have stud-
ied and documented how this community arose, how it defines itself, what its
members discuss with one another, what they do in terms of their research and
research-related practices, and how and why they do it. I have conducted ethnog-
raphy, physically and virtually, combining observations, interviews and surveys.
I have taken a special interest in the online platform which hosts much of this
discussion, Twitter, and add tweets – bite-sized texts – to the mix of information
that I call my research material. I have added a few reflections to the text too,
which give the reader insight into myself as the research instrument.
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Introduction

1.1 The Rise of Science Reform

The 21st century ushered in a period of change for science; a shift in perspectives
and priorities. According to the literature, it began in psychology and related
behavioral sciences, rippling outward to affect most of the scientific community
(Spellman, Gilbert, & Corker, 2018). Much of this change is positive, it would
seem. Pashler and Wagenmakers discuss the establishment of a clearer distinction
between good and bad research practice, an emphasis on transparency, integrity,
inclusion and diversity, and a new-found appreciation for reproducibility (2012).
It is also marked by the catalyst of that progress; a ‘crisis of confidence’ (Pashler
& Wagenmakers, 2012). The crisis of confidence has many potential causes (and,
certainly, whether or not there is even a crisis to discuss is a point of contention;
Stroebe & Strack, 2014), but most salient in the literature are reports of fraud
and widespread questionable research practice (see Stroebe, Postmes and Spears
for a discussion and analysis of these issues in relation to the myth that science
is self-correcting: 2012), and failures to replicate many of the field’s cornerstone
findings (the Open Science Collaboration discusses replication concerns in the
light of the crisis, and argues how wide-scale replication attempts will lead to
improvement of confidence in science: Open Science Collaboration, 2012). Con-
cerning evidence of these problems has come to light over time, undermining the
faith of researchers in their own disciplines’ findings, and of lay-people’s trust in
the enterprise of science (Field et al., 2020), which, among other goals, aims to
advise them and keep them safe.

Naturally, the idea that the foundational research of one’s field is somehow
contaminated or rotten, has spurred many scientists into action, and a ‘social
movement’ was born (Peterson & Panofsky, 2020). The movement’s joint en-
terprise concerns reforming science – to better the ways in which research is
planned, conducted and reported – through driving transparency and openness
in the scientific process up, and misconduct and poor research practices down.

3



1. INTRODUCTION

Most of the people behind the movement, at least in its earlier days, were re-
searchers who took on the burden of contributing to reform and metascientific
literature alongside existing content research (Spellman et al., 2018). Others, as
the movement progressed, began to shape their entire academic careers around
an empirical and ‘activism-minded’ kind of reform science, or metascience.

This motley group has, over the period of more than a decade,1 become a
community of sorts. They have developed formal societies and sub-communities,
a large and growing body of literature, as well as scientific journals in which
to publish this research, and software and platforms. They have established a
culture, with rules and norms, and punishments for breaking them. There is joint
practice, shared repertoire, and knowledge, skills and competencies. All of it has
come into being in the service of scientific reform.

I embarked on a research project to understand this community and their
goal of scientific reform. Who are the individuals within the group? What sets
them apart from the rest of academic science, and how do they define themselves
as a collective? How do they practice reform research and activism, and what are
important topics the group explores together during this practice? How have the
boundaries setting the group apart from the greater academic community come to
exist, and how do they engage with one another within these boundaries? What
happens when someone violates norms and expectations? What is the social structure
of the community, and what is the nature of the ties between different actors within
the community? This dissertation contains my exploration of these questions and
others related to them.

1.2 Chapter Outline

In what follows, Chapter 2 and Chapter 3 contain a review of selected literature
and incidents which give a background for the most important elements under-
pinning the research in this dissertation. First, I discuss the crisis of confidence,
and describe some of the potential catalysts of the crisis. I present some of the
events and topics that have been central to fueling the reform movement’s mo-
mentum. I then provide an overview of the main practices and initiatives that the
community have generated throughout the course of the movement, to date.

In Chapter 4, I break down what community might mean, and how it applies
to online groups. I provide a general introduction to Twitter, the ‘microblog-
ging’ site and relate the challenges of defining online community to conducting
research using Twitter. As I will show, Twitter hosts much of the activity of the
reform movement, and it has been a rich source of data for this project.

1Some researchers, such as Wagenmakers (2012), pin the beginning of the current crisis of
confidence as having reached some kind of momentum around 2011, though Spellman, Gilbert &
Corker (2018) refer to 2012 as the year in which concerns about the state of psychology began to
surface.

4



1.2. Chapter Outline

In Chapter 5 I describe my ethnographic practice. I begin by reflecting on
what the concept of ‘the field’ means to me, in the context of my research which
takes place in online spaces as well as in person. I move on to describe methods
like observation and interview, and present how perspectives on different aspects
of these methods have contributed to my own practice of them in the context
of this study. I share the methodological frameworks from which I have drawn
during my study, and reveal how feminist influences have made their mark on
how I have conducted my research. Finally, I describe the ethical principles which
have guided my handling of the data and materials I have amassed throughout
the course of my doctoral research.

Chapter 6 contains an outline of Etienne Wenger’s Community of Practice
framework (1998). The outline introduces key concepts in the framework, to
provide the reader with the theoretical background knowledge and terminology
needed to understand how I frame the interpretations of the ethnographic re-
search material I offer in Chapter 7.

In Chapter 7 and Chapter 8 I present my exploration of the research ma-
terial. In Chapter 7, I provide my analysis of the qualitative material I collected
during my virtual and in-person ethnographic fieldwork. This chapter investigates
what certain labels and classifications mean to different sub-communities within
the greater structure. It investigates the culture, structure and institutions of the
community, and outlines how it engages with challenges and controversy within
its own walls, as well as with scientific obstacles affecting the greater scientific
community. I also consider how the group engages with the greater scientific
community, and how it is perceived by the outside. As I mentioned above, the
interpretations I share in this chapter find meaning and legitimacy in their rela-
tion to concepts Wenger explores in his 1998 book on Communities of Practice. I
consider the negotiation of identity and shared meaning, consider the duality of
participation and reification and explore issues of conflict and power in the group,
in the light of the idea that these disrupt participation and lead to peripheraliza-
tion of some of the group’s membership. This chapter emphasizes one central
consideration, that is, whether or not the group can be reasonably considered a
community.

I argue that although the open and reform science group can be considered a
community, the discontinuities, fractures, lack of cohesion, and modularity that
characterize it make such a categorization problematic. I discuss how treating the
group as though it is a community glosses over important heterogeneity and di-
versity – elements of the group which drive much of its practice. In the latter part
of Chapter 7, I advance an argument to re-consider the structure of the reform
and open community – as a constellation, or group of communities. I contend that
when the group is considered a constellation, the contours of different practices
emerge and their competencies can be harnessed to push the joint enterprise – to
improve science – forward.

Alongside my qualitative findings, I offer analyses reinforced by quantitative
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1. INTRODUCTION

Twitter-derived data. In Chapter 8, I use methods from a quantitative social
network analysis toolbox to describe the possible structure of the community’s
social network online. I take three different approaches to classifying Twitter
users as members of open science and reform communities. I collected data using
the words people use to describe themselves in their Twitter biography texts,
using a common community hashtag (a kind of special keyword), and using a
conference hashtag, and describe the qualities of the three network data sets these
approaches produced. I analyze metrics like transitivity to explore the nature of
the ties between actors within these networks, as quantified by the connections
they have made on Twitter (i.e., who they follow and who follows them within
the bounds of the corpus defined by the classification approach). With the results
of a modularity algorithm (used to detect sub-communities in social networks), I
explore the idea of a constellation of practices further. I break down the largest of
the three networks, and further analyze the users contained in these subgroups. I
consider the results in the light of the constellation structure that I argued for in
Chapter 7, and provide some corroboration for the constellation idea.

Ultimately, through a marriage of qualitative and quantitative approaches,
and using the lens of Wenger’s community of practice framework to interpret my
findings, I arrive at the conclusion that this group of open science, metascience
and science reform people are not a single, homogeneous community, but that
they represent a vast constellation of overlapping yet distinct communities of practice,
which share the joint enterprise of science reform. I argue that despite sharing a
common enterprise, each different community of practice approaches the enter-
prise from a different angle, and that contributorship looks different depending
on which group you talk to. I contend that failing to encourage diverse compe-
tencies and contributions may cause the movement to stall, while facilitating the
different approaches of each community of practice in the constellation can cul-
minate in a fruitful collective push to irrevocably change scientific philosophies
and practice.

In line with feminist anthropology, I emphasize that I, in my capacity as ethno-
grapher, am a person with my own distinct biography (a fact which is surprisingly
largely under-explored even in today’s literature; Hastrup, 1992). My stance as
a participant observer (i.e., I am studying a community in which I am a mem-
ber; I explore this ‘condition’ in Chapter 5), and my personal reflexive research
style and proclivity for scientific transparency have strongly influenced how I have
conducted my research, and how I have reported on it in this doctoral thesis. I
especially value exploring how I have conducted this work, which means that the
description of the methodology is longer and more detailed than what seems to
be the norm for a written ethnographic report.

My open personality and love for reflexivity is evident in this dissertation too.
I take seriously Malinowski’s assertion that the essence of ethnography is to con-
front myself (2020), in the pursuit of this research. In the words of Hastrup, I
have “exploited the paradox of fieldwork as an intersubjective mode of objectivi-
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sation”, and in doing so, have transformed myself from “spectator to seer”, and
the knowledge I have gained during the ethnography into insight (p. 118, ibid).
To recognize some of this process as it has unfolded, I provide occasional ex-
cerpts of reflections and experiences where appropriate. These autoethnographic
snippets, derived from my field notes, appear in italics throughout the text.
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2

Psychology’s Crisis of Confidence

2.1 Crises: Present and Past

Psychology, like any other discipline of science, is dynamic, and, like many sci-
entific disciplines, has undergone changes over time. It has experienced periods
of prosperity and periods of unrest, with internal discourse shifting to match the
field’s focus. The current crisis of confidence is only psychology’s latest. This
section reviews the current crisis and the crisis of the 1970’s in psychology, com-
paring and contrasting them to provide a context for some of the later content in
this dissertation.

The Current Crisis

Arguably, first signs of the current crisis can be traced back to 2005, when Stan-
ford professor and epidemiologist John Ioannidis published the controversial es-
say: ‘Why Most Published Research Findings are False’. It sketches out a theo-
retical analysis, arguing that more than half of published research results may
be false positives, and should not be expected to replicate. Though it has been
the target of heavy criticism, the article has made quite an impact since it was
published (it has been cited by more than 10,000 other articles at the time of
this writing, and is the most downloaded paper in the Public Library of Science).1

Moreover, his assertions have been quantitatively reinforced since the essay was
published (see, for instance, the OSC report which demonstrated that 61 out of
97 published significant results could not be successfully replicated: Open Science
Collaboration, 2015).

By some accounts, the concerning state of affairs in psychology had reached
a kind of critical mass in around 2011, in the years since Ioannidis’s paper was

1For instance, see two articles from 2007 – Goodman & Greenland’s (2007) analysis which
attempts to moderate Ioannidis’s claims, and Moonesinghe, Khoury & Janssens (2007), who argue
for the benefits of replication in helping address false findings.

9



2. PSYCHOLOGY’S CRISIS OF CONFIDENCE

published (e.g., Pashler & Wagenmakers, 2012; Wagenmakers, Wetzels, Bors-
boom, van der Maas, & Kievit, 2012). Wagenmakers (2012) chronicled a set of
distinct events, which bookmark this dark chapter in psychology’s history. As Wa-
genmakers tells it, psychology’s “annus horribilis” (p. 12) began with a case in
which one of psychology’s flagship journals published an article showing evidence
for seeing into the future, then refused to accept articles showing compelling evi-
dence to the contrary. Other key psychological phenomena such as social priming
were also in the spotlight. In September of 2012, Nobel laureate Daniel Kah-
neman published an open letter with the subject line “A proposal to deal with
questions about priming effects”. He wrote about doubts concerning priming
studies, stating that priming research is the “poster child for doubts about the in-
tegrity of psychological research”. He closed the letter by encouraging replication
and transparency, and emphasizing the importance of collective action. Next in
Wagenmakers’s laundry list of horrors was a wide-scale fraud case which shocked
psychology, and broke into the scientific and lay-media. It involved a high-profile
academic admitting to having fabricated data in at least 30 publications, then
relinquishing his doctorate title in the wake of public backlash.

Other, more subtle scientific misconduct had also become the subject of schol-
arly scrutiny. In 2009, methodologist Daniele Fanelli published a meta-analysis
of self-report surveys on research practices which gained much traction in the be-
havioral sciences. The article revealed that while only 2% of researchers admit to
data fabrication, up to 72% of researchers report to have engaged in some kind
of questionable research practice (QRP). In 2012, a study whose message echoed
that of Fanelli’s 2009 paper, reported concerning statistics on the prevalence of
QRPs in psychological research fields (John, Loewenstein, & Prelec, 2012). The
authors surveyed more than 2000 researchers, and reported that almost 10% of
researchers in psychology had knowingly “introduced false data into the scientific
record” (p. 526). They also estimate that approximately 94% of psychologists,
by their own admission, had engaged in at least one practice that is considered
questionable. These high rates are not the preserve of psychological research. For
instance, a similar report on QRPs has recently emerged for ecology and evolution
biology research based on data from 807 participants (Fraser, Parker, Nakagawa,
Barnett, & Fidler, 2018). Fanelli (2018) discusses similar concerns relating to
clinical data for cancer trials, among other examples.

Over the years, more signs of disquiet in the field have appeared. More cases
of fraud, both proven and alleged have come to light. The website Retraction-
Watch, started in 2010, which aims to track “retractions as a window into the
scientific process” gives a rolling account of cases as they are made public knowl-
edge. In 2021, they reported that 25,000 retractions have been logged in their
database (Oransky, 2021). Problems with tone in scientific critique are also rife
(for an analysis, see: Derksen & Field, 2021), and bitter spats between researchers
(e.g., between John Bargh, a prominent social psychologist, and a team of re-
searchers that attempted to replicate some of his earlier work; see Yong, 2012a)
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are not uncommon.

The ‘70s Crisis of Confidence

The current crisis is reminiscent of another crisis in psychology that took place in
the 1970s, which, in fact, has been called the ‘original’ crisis (Faye, 2012; Hogg
& Williams, 2000; Hornsey, 2008; Strickland, Aboud, Gergen, Jahoda, & Tajfel,
1976).2 Originally spotlighted by Elms (1975), the crisis of the 1970s came on
the heels of rapid growth in social psychology after World War II. The field was
troubled by ‘faddism’, said to be “directionless”, and was reportedly preoccupied
by the pursuit of research topics that were deemed frivolous and socially irrele-
vant (p. 514; Faye, 2012). Its scholars were increasingly concerned about the
field’s “ontological, epistemological, and axiological limitations” (p. 274; Ellis et
al., 2011). Strickland and colleagues (1976) spoke of the crisis in terms of a sick-
ness in the social sciences, referring to “symptoms of an underlying malaise” (p.
3).

The literature leading up to this ‘breaking-point’ of sorts was full of questions
and criticisms of the current methods, topics, theory, relevance of the findings, as
well as future directions in the field. Kuhn (1962) warned that the then-current
model of scientific inquiry in psychology lacked a strong foundation, and the
“most revered premises of scientific truth and knowledge” were the subject of
“demoralizing critiques” (Bochner & Ellis, 2016). Some accounts describe how
the field arose from its own ashes, to flourish once more. The 1970s crisis was
taken seriously by many in the field as an opportunity to “reform social science
and re-conceive the objectives and forms of social science inquiry” (p. 273; Ellis
et al., 2011), and psychology made progress in the wake of this reform, imply
Ellis, Adams and Bochner. As Ellis and her colleagues tell it, interest shifted
from the finding of ‘truth’ and ‘fact’, to attempting to recognize the complexity of
psychological research, reconsidering it as a way to explore meaningful phenom-
ena, laden with morals and ethics. According to Ellis and colleagues, during the
throes of the 1970s crisis, researchers felt an increasing “need to resist colonialist,
sterile research impulses of authoritatively entering a culture, exploiting cultural
members, and then recklessly leaving to write about the culture for monetary
and/or professional gain, while disregarding relational ties to cultural members”
(p. 274). This new-found sensitivity saw many scholars post-crisis seeking au-
toethographic methods, to concentrate on the production of meaningful and ac-
cessible science, which could sensitize audiences to issues of identity politics, un-
derrepresented voices, and other forms of representation which deepen a reader’s
capacity to relate to others perceived as different.

2According to Faye (2012), scholars were referring to a ‘post-crisis stage’ as early as 1976,
though it has also been attributed to having occurred at some point in the 1980s (see: Ellis, Adams,
& Bochner, 2011). Given that concerns over the field were mounting by the mid 1960’s, and “crisis
of confidence” was coined in 1975 by Elms, I will refer to it as being of the decade of the 1970s.
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The past: A lens through which to consider the present

The current crisis has no shortage of similarities to the one in the ‘70s. Contro-
versial and trendy findings (like Bem’s PSI and Carney, Cuddy and Yap’s power
posing effect), discussions about poorly developed and questionable theory (e.g.,
theory behind the ego-depletion effect: Pappas, 2016) and questions about the
future of psychology abound (Resnick, 2016).3 Horton (2015), in an online com-
ment piece for The Lancet hands science a chilling judgment: “something has
gone fundamentally wrong with one of our greatest human creations”. In Hor-
ton’s bleak view, science has “taken a turn towards darkness”, and is plagued by
“flagrant conflicts of interest” (no page numbers given). The words of Chambers
are similarly grave. He cautions that a serious course correction for psychological
science is necessary to avoid a fate like that of phrenology: “. . . like so many other
‘soft’ sciences, we found ourselves trapped within a culture where the appearance
of science was seen as an appropriate replacement for the practice of science” (p.
VIIII: Chambers, 2019).

Ferguson and Heene (2012) labeled the psychological literature as a “vast
graveyard of undead theories” – a striking contrast to the image of a healthy
flourishing literature the lay-public might envision when they think of science.
Luckily, just like in the 1970s, the current crisis has been and continues to be
a powerful catalyst for change in the social sciences. In the wake of the crisis,
argues Chambers, the focus is largely constructive, revolving around rebuilding
the “castle of science”, rather than on its demolition and re-construction (2019).
Concerns over the impact of unreproducible findings and poor scientific practices
have led to a sharp increase in the number of incentives and practices generated
by different groups in the field to improve the state of science.

Despite the similarities, the crises differ in several key aspects. First, while the
1970s crisis involved what seemed to be an extended and thoughtful debate about
issues and potential remedies, the current crisis has prioritized a quantitative
estimation of the extent of the problems. Studies like Fanelli’s (2009), mentioned
earlier, are used to communicate the severity of the issue, and aim, at least partly,
to bolster conceptual elements of the debate.

Another difference regards too little versus too much: In the 1970s, psychol-
ogy seemed to be at a loss for “important problems to investigate and models
to employ [social psychology’s] research and theory” (Elms, 1975). In compari-
son, the current crisis refers to a field that features a wealth of research problems

3I should mention a minor sticking point here: While the crisis of the 1970’s was a crisis in
psychology (in social psychology in particular) it was not reported to have affected science more
broadly. This is a similarity too, however, because the present crisis centers on social psychology
findings (or at least, largely did in the beginning of the saga), just as the previous crisis did. From
now on, I will broaden the remit of the discussion to include science at large, rather than only fo-
cusing on crisis discourse in psychology. This reflects that my coverage of the literature widens, but
also that, as we progress through the crisis chronology, the ‘radius’ of the concerns and discussion
surrounding them increases.
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as well as models to investigate them. Psychological research seems to have a
quality deficiency, as I have already discussed. Others have pointed out an in-
sufficient understanding of the mechanisms behind the countless complex effects
and phenomena reported (a problem Cesario described as being symptomatic of
the relative “infancy” of the field, p. 45; 2014). For instance, some have argued
that science reform has prioritised methodological and statistical issues of sam-
ple size, p-hacking, replication and transparency, while largely neglecting issues
of theory development, which may be crucial to reaching reform goals (see e.g.,
Devezer, Navarro, Vandekerckhove, & Buzbas, 2020; Gervais, 2021).

A third difference lies in the general tenor of the debate. In the 1970s, psy-
chologists seemed greatly concerned with reflecting on their own role and respon-
sibility in the crisis. The problems of a loss of momentum and purpose of the field
largely concerned an issue with identity. Iconic and controversial arguments such
as those advanced by Kenneth Gergen (who considers that perhaps psychology
ought not to be thought a science at all) sparked debate about how psychology
should see itself going forward (see, for instance: Gergen, 1973, 1985). Re-
searchers discussed and debated how to better their field, in an era where psy-
chology was ‘brimming with self-reflection’ (p. 48; Bochner & Ellis, 2016). By
contrast, the current crisis prominently features finger-pointing and ad-hominem
attacks between researchers, where direct accusations of incompetence and data
fabrication are hurled around between people and fields, and as I mentioned be-
fore, tone problems are numerous (see e.g., Engber, 2017; Derksen & Field, 2021;
Bastian, 2016).4

Examples include allegations of witch hunting, bullying and ‘methodologi-
cal terrorism’ (typically directed at parties conducting replications of original re-
search; Gelman, 2016; M. Meyer & Chabris, 2014), the coining of a new term
‘research parasites’, which refers to researchers who use or build on existing
data in their publications (Lowe, 2016), and the branding of ‘replication Nazis’
(Chambers, 2014). While some such responses are natural and human (as Nobel
laureate Kahneman points out, a lot of passion and ego are involved in science:
2014), they can and have caused a lot of damage to the relations within the
field of psychology. So profoundly damaging that replications should be prohib-
ited unless the replicators consult with the original authors before conducting the
replication, argued Kahneman.

One focus especially central to the current crisis is replications and research
reproducibility. While the crisis of half a century ago discussed frequent replica-
tion failure as one concern in a multitude of problems, reproducibility is at the
heart of the most recent crisis of confidence. To be sure, the term ‘replication
crisis’ is used interchangeably with ‘crisis of confidence’ (Gelman, 2016). Eber-
sole, Axt and Nosek (2016) highlight the current importance of reproducibility

4The discourse surrounding the crisis of confidence certainly involves issues of identity, however
they do not seem to be so central as in the 1970s crisis.
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in the perceptions of those in the field. They asked participants about how they
evaluated scientists based on attributes described in profiles. These attributes re-
lated to research and reproducibility, and the nature of the scientists’ findings, and
included loaded descriptive phrases such as ‘exciting but uncertain’, and ‘very re-
producible’. While the participants judged the certain but boring scientists more
favorably than their exciting but uncertain counterparts overall, they perceived
the ‘reproducible’ scientists as “smarter, more ethical”, “better” and “more likely
to get and keep a job” (p. 2).

2.2 Impacts of the Current Crisis

The crisis of confidence has no doubt shaken many fields, affecting their prac-
tices and communication on a fundamental level. It has had an indelible role in
precipitating change on different levels and through different channels for these
disciplines. It has influenced peoples’ ways of thinking, and has led to the still
continuing reform of entire fields’ ways of ‘doing’. Researchers have shifted their
research operations to devote time and energy to overhauling fundamental as-
pects of practice, including prioritizing reproducibility and transparency in gen-
eral, structuring, reporting and execution of research studies, and overhauling
publication and incentive systems. Long-standing debates have reignited over
topics in philosophy, theory, statistics and methodology.

Threats to Scientific Credibility

Earlier, I alluded to cases of fraud in psychological science fields, and areas of
research in the literature of these disciplines that have suffered hits to their cred-
ibility in recent years. I now describe some of the literature on scientific miscon-
duct to explore the issue in more detail, as it forms the basis of much of how
researchers think about scientific studies and practices in this ‘post-crisis’ time,
and motivates many incentives and practices that have been generated, as well as
being fuel for some of the debates about tone I have referred to. Moreover, dis-
cussions about misconduct motivate good-faith researchers to practice research
in ways they might not have done pre-crisis.

People may be more cautious about letting manuscripts be submitted with-
out seeing the data first, for instance. They may be more likely to think more
carefully about their own protocols when it comes to writing and sharing code
and data, and it may prompt them to consider using preregistration or registered
report formats. First, I will talk about a well-known fraud case that shocked and
disillusioned psychology at the beginning of the crisis, and drove much of the
early crisis narrative.5 I will then discuss some focal points in the literature in

5I emphasize that this case is one of many which involve alleged and proven fraud. Please also
note that these cases are at the extreme end of what is best conceptualized as a spectrum of QRPs,
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psychology that have been at the center of problems with credibility. 6

Scientific Misconduct

Questionable Research Practice As I have already mentioned, the literature
indicates that QRPs appear to be widespread in the scientific community. Ac-
cording to some, QRPs tend to arise as the result of ambiguity as to which exact
methodological and statistical procedures to follow, in conjunction with a desire
to report interesting and eye-catching findings (Simmons, Nelson, & Simonsohn,
2011). Simmons and colleagues state that QRPs are usually committed in good
faith. Regardless of intentions, QRPs disrupt the ‘hypothetico-deductive research
method’ in several different ways, according to Simmons, Nelson and Simonsohn,
and are still a form of scientific misconduct (Simmons et al., 2011).

Hypothesizing after the Results are Known (HARKing; Kerr, 1998) is a com-
mon QRP. Though there are different forms of HARKing (discussed in detail by
Rubin: 2017), the most well-known form involves presenting an hypothesis which
has been developed based on the data (i.e., post hoc), as if it were predicted in
advance (i.e., a priori), by a theory development process. HARKing is problem-
atic as it heavily influences the validity of the research it involves. Kerr, and much
later, Rubin elaborated on the costs HARKing can have to science, which include
translating type-1 errors (i.e., false positives, or results which are significant due
to a fluke, rather than being the result of having measured a true effect) into the-
ory, and undermining the value of the conclusions drawn from affected research
(1998; 2020).

The File Drawer problem (Rosenthal, 1979) refers to another common QRP,
in which researchers fail to publish their null findings. This bias leads to the con-
struction of a literature that does not faithfully represent all the research findings
which have been produced. It also leads to the waste of scientific resources like
time and labor, as researchers build on a flawed and incomplete foundation of
literature.

P-hacking, cherry picking and salami slicing are further examples of QRPs.
On their own they are not especially egregious, but can be detrimental to the
fidelity of the scientific record when committed on a large scale (Field et al.,
2019). With p-hacking, the data are ‘massaged’ (i.e., the analyses are run and
re-run) until a significant p-value appears. In the case of cherry-picking, one
can selectively report findings depending on what ‘fits’ the existing theoretical
expectations. Lastly, salami-slicing refers to the process by which a researcher
‘cuts up’ a single large set of studies (on a common data set, produced from
a single study sample, with the same hypotheses and study aims) into single
studies, and publishes them, representing them as being independent studies.
These QRPs undermine the reliability of any research finding influenced by them,

which were likely the norm in psychology, at least until recently (John et al., 2012).
6And as with the cases of misconduct, these examples form part of a long list.
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because they produce results that misrepresent the true nature of a study (and
its corresponding hypotheses, materials, findings), typically making them more
compelling than they are in reality. Salami-slicing is unethical in an additional
way: The researcher can artificially boost their research output by publishing
many small studies rather than one large study.

Fraud I have just described different ways in which scientists can interfere with
the research process to engineer their results to be more compelling (or less dis-
appointing), and outlined why QRPs undermine research quality, especially when
a large proportion of the scientific community engages in them. As I discussed,
research indicates that ambiguity, naivety and the publish or perish culture in
academia tend to lead to their commission. They are different to outright fraud,
where the intent is on intentional falsification of the scientific record. It is unclear
how common scientific fraud is, as it is difficult to empirically prove (though
Stricker and Günther report that researchers estimate that between 9.3% and
18.7% of other researchers fabricate data; 2019).

Perhaps the most infamous case of proven scientific fraud in psychological sci-
ence, and the key case which set the ball rolling on the crisis of confidence in psy-
chology (Stroebe et al., 2012) is that of Dutch social psychologist, Diederik Stapel.
His autobiography Ontsporing (‘Derailment’ in Dutch, published in 2012 after the
fraud case had unfolded), details Stapel’s history and the case, and provides an
interesting look into the mind of one of psychology’s biggest fraudsters. Stapel
was considered by many to be an academic superstar. In the fifteen years before
he was investigated for academic fraud, he had published more than 100 journal
articles, supervised more than 20 PhD students, won several prestigious awards
and grants and became dean of the social and behavioral sciences at Tilburg Uni-
versity (TiU).

Seemingly overnight, Stapel went from academic giant to a pariah. In Septem-
ber 2011, TiU suspended Stapel pending an investigation into his research activ-
ity upon receiving reports alleging widespread and serious academic misconduct.
Three committees were convened to take part in the inquiry, and their investiga-
tions concluded with a statement that at least 30 of Stapel’s studies were ‘fake’ –
he had tampered with or outright fabricated entire data sets, including some data
sets his PhD students had used for dissertation research. Additionally, one of the
committees found ‘strong indications of fraud’ in two chapters of Stapel’s doctoral
dissertation (Levelt Committee, Noort Committee, & Drenth Committee, 2012).
The final investigation report states that failures of the scientific community con-
tributed to the fraud continuing for so long undetected. It refers to “. . . a more
general failure of scientific criticism in the peer community and a research culture
that was excessively oriented to uncritical confirmation of one’s own ideas and to
finding appealing but theoretically superficial ad hoc results” (no page number;
Enserink, 2012). As of 2019, a total of 58 articles coauthored by Stapel had been
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retracted.
This case of serious academic fraud resulted in career-ending fallout for Stapel,

and other serious grievances for his many coauthors and students. An entire co-
hort of researchers have been left seriously traumatized, the effects still felt years
later. These people have had to repair themselves and their reputations, and
attempt to move on from their associations with Stapel as best they can.

Other effects of the Stapel case can be seen in practice. First, TiU now re-
quires PhD supervision by at least 2 supervisors. This measure was put into place
to ensure accountability and curtail future misconduct by supervising academics.
PhD dissertation data must now be collected by and analysed by the student, and
the doctoral thesis examination board is required to establish the provenance and
quality of the data that were collected for the thesis. It is now also required that
Master students at TiU learn to conduct replications, and be trained to under-
stand and apply principles of scientific ethics, integrity, and master methods and
statistics that enable the responsible practice of research.

2.3 Replication and Reproducibility

Fraud and misconduct discussions are dominant in the discourse surrounding the
question of what led to the crisis of confidence, though other issues have been
thoroughly explored, including replication and the reproducibility problems of
some of psychology’s foundational phenomena. Reproducibility problems in psy-
chology were a major focus, due, at least in part, to the Open Science Collabo-
ration project (Open Science Collaboration, 2015), which revealed a seemingly
unexpected high rate of replication failure.

This now-iconic article, ‘Reproducibility Project: Psychology’ was initiated in
2011, led by the Center for Open Science, which is still spearheaded by Brian
Nosek. Two-hundred and seventy contributing authors attempted to replicate
100 original studies from three of psychology’s flagship journals. Their aim was
to assess the reproducibility of psychological research on a larger scale than had
been ever attempted. While 97 percent of the replication target studies reported
significant results, only 35 percent were replicated in the attempts of the OSC.
The OSC expected replication success for a minimum of 89 percent, if all original
studies reflected true effects. Some of the replication attempts revealed effects
going the opposite direction from what was reported in the original studies. Type-
I error and publication bias (the inclination for journals to only publish significant
and novel findings) are two possible causes of the OSC’s troubling findings.

Replication Background

Replication, the repetition of empirical studies, was initially discussed in litera-
ture from the 17th century and is now promoted as the cornerstone of science
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(Bauernfeind, 1968; Shapin & Schaffer, 2011); a “basic tenet of scientific ad-
vancement” (Smith, 1975). Dunlap highlighted science’s need for replications:

The proof established by the test must have a specific form, namely,
repeatability. The issue of the experiment must be a statement of
the hypothesis, the conditions of test, and the results, in such form
that another experimenter, from the description alone, may be able to
repeat the experiment. Nothing is accepted as proof, in psychology or
in any other science, which does not conform to this requirement. (p.
503; 1925)

Replication is said to be at the heart of scientific inquiry (Moonesinghe et
al., 2007; Simons, 2014). According to the American Psychological Association
(2010), replication is the “the essence of the scientific method” (p. 4), one of the
“most obvious ingredients of science” (p. 91; Schmidt, 2009), and an essential
activity for scientific research (Cesario, 2014). Robert Boyle made this argument:
Repetition of the same experiment will result in certainty of fact (Shapin & Schaf-
fer, 2011). Karl Popper’s Logic of Scientific Discovery lays out the importance of
repeatability similarly:

Only when certain events recur in accordance with rules or regulari-
ties, as is the case with repeatable experiments, can our observations
be tested – in principle – by anyone. We do not take even our own
observations quite seriously, or accept them as scientific observations,
until we have repeated and tested them. Only by such repetitions can
we convince ourselves that we are not dealing with a mere isolated
‘coincidence’ but with events which, on account of their regularity
and reproducibility, are in principle inter-subjectively testable. (p. 23;
2005)

All of this is to point out that scientific information moves from being a single
(potentially) chance observation to having evidential value only when it can be
demonstrated again.

This topic is enjoying renewed popularity as of the last decade, due, in part,
to the findings of the Open Science Collaboration (2015), which I mentioned
before, and the implications of its findings for science. But, low reproducibility
seems to be widespread in science, not only affecting psychological fields. For in-
stance, concerns over replication rates in biomedical and pre-clinical research are
evident (Ioannidis et al., 2009). A 2011 drug-development program reported a
replication rate of 20-25% (Prinz, Schlange, & Asadullah, 2011), while Amgen In-
corporated announced an 11% pre-clinical research reproducibility rate (Begley,
2012). Although quantifying reproducibility in science is possible due to the ev-
idence provided by such reports, improving the validity of our research rests in
establishing the underlying causes of low reproducibility.
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Numerous contributions have been made to improve the replicability of re-
search findings in the form of changes to institutional policies (Burgelman et al.,
2019), mass replication attempts (Klein et al., 2014; Nosek et al., 2015), articles
aiming to raise awareness of the issue and explore its causes (Pashler & Harris,
2012; Yong, 2012a) and funding (e.g., the Dutch Research Council – NWO – ran a
program between 2016 and 2019 during which time it funded three million euro
worth of replication studies). The topic of replication and reproducibility has
reached many scientific domains, and continues to spark debate and controversy
within the scientific community, as well as causing division within and between
disciplines and other sub-communities (Pashler & Wagenmakers, 2012; Spellman
et al., 2018). It is of particular interest to reform and open science advocates, ei-
ther because they are conducting replication studies themselves, or because they
disagree with the emphasis that open science activists put on them.

There are a great many definitions (Clemens describes a ‘mess’ of definitions;
2017), descriptions and discussions of the concept of replication in the literature.
Although replication as a concept may appear to be quite straightforward – re-
peat an existing experiment and see if the same finding is obtained again – it is
far from easy to define. This is partly because the topic of replication has been
circulating throughout the scientific literature for decades, and because it comes
in many forms, depending on the motivation behind it and the way in which it is
conducted, and its results can be interpreted in different ways.

Schmidt states that replication, in its most basic form, is a tool of scientific
methodology based on repetition, that aims to establish “fact, truth or piece of
knowledge” (p. 5; 2009). Shapin and Schaffer’s definition is very similar: “Repli-
cation is the set of technologies which transforms what counts as belief into what
counts as knowledge” (p. 225; 2011). In their textbook on experimental and
quasi-experimental research design, Campbell and Stanley wrote “. . . the exper-
iments we do today, if successful, will need replication and cross-validation at
other times under other conditions before they can become an established part
of science, before they can be theoretically interpreted with confidence” (p. 3;
1963). Schmidt (2009) concludes that most of the definitions in the literature
describe the repetition of a study procedure, and suggests that it is important
to differentiate between different notions of replication in terms of their scope.
Since Schmidt’s article, replication terminology has been debated at length and
the (sometimes heated) discussion has zoomed in to scrutinize the finer points of
replication definitions. An example of this is the direct versus conceptual repli-
cation debate, in which the typology of replication features prominently as I will
describe in the next section.

The Dichotomy of Replication

For practical purposes, the different replication types are most often grouped to-
gether in discussions in the literature into ‘direct’ and ‘conceptual’ varieties. In
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early articles on the topic (in the 2012 special issue on replicability and the cri-
sis of confidence in Perspectives on Psychological Science, for instance) only these
two forms were discussed.7 In very basic terms, direct and conceptual replica-
tion can be distinguished from one another by aim or functionality. For instance,
Gross (1997) describes two specific roles. The first is that replications check the
probability of error in hypothesis testing; that is, the likelihood of the commission
of Type-I (so-called ‘false positive’) and Type-II (so-called ‘false negative’) errors
(in direct replications). The second role holds that replications control for con-
founding variables that may have influenced the original findings (in conceptual
replications). As discussed by Schmidt (2009), the aim of the replicating author
may be to copy as precisely as possible the experimental protocol of an original
experiment, and see whether the resulting data reflects that of the original ex-
periment. It may be to control for a chance result (Type-I error), to control for
artifacts, to control for fraudulent results, or questionable research practice. Di-
rect replication is known by other names too, that reflect this aim, such as ‘pure’,
‘literal’ or ‘exact’.

Zwaan and colleagues (2018) state that conceptual replication doesn’t serve
the same purposes as direct replication: conceptual replication has the broader
goal of establishing whether a certain way of testing a theoretical idea can be
quantitatively reproduced. Conceptual replication has the role of evaluating a
theory’s robustness to varied study designs, variable operationalizations and ex-
perimental samples (p. 10). As with direct replication, conceptual replications
also go by other names reflecting the aim, such as ‘varied’, ‘external’ or ‘partial’.

Certainly, being able to classify replications is useful in many ways. It allows
researchers to refine the language they use to accurately communicate and de-
scribe their replication results, and allows them to set realistic expectations as to
what the replication’s results should reveal. Regardless of how a replication study
is categorized, however, two points should be noted. First is the issue of choosing
a study to replicate. Do researchers just replicate random experiments that catch
the eye, or that are caught up in the most recent fraud case, or can they approach
replication more systematically? Another issue revolves around how replicators
are supposed to quantify their results. What does a failure mean, and how can
and should success be measured? Both of these questions have been explored
in depth by open science and reform advocates, and I briefly touch upon them
below.

What Studies Should We Replicate?

There are a few points to keep in mind when considering the issue of what study
to choose when you are in the position to conduct a replication study. First, there

7Though in the years since this special issue, nuance has emerged, as have other explorations
of how to categorize replications, such as that of Peterson and Panofsky, who talk about diagnostic
versus integrative ‘motives’ for replication (2021).
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is the problem of a massive body of literature. In psychology, as in many fields,
the body of literature is very large, meaning that the pool of potential replication
candidates is too. Even when one’s interests in a replication target are paradigm-
specific, most literature bodies focusing on a specific psychological effect are size-
able. If one had unlimited resources, this wouldn’t be so problematic – one could
just conduct a group of replications to thoroughly explore the boundary condi-
tions of a phenomenon of interest. Most entities, however, have finite resources
in terms of time, funds and participants.8

The issue of resources is a second problem to consider. Often when one has
the capacity to plan and execute a replication study, one has to keep limited re-
sources in mind, and must be conservative with one’s choice of replication target
(Field et al., 2019). So far, studies have been selected for replication somewhat
haphazardly, often with an emphasis on suspicions about the original studies’ au-
thors, or suspicions about the reliability of the findings. I published a study with
colleagues from the University of Groningen which gave a recommendation to
address these problems. We aimed to provide researchers with a methodological
guide as to how to select a replication target (Field et al., 2019). We showed how
a Bayesian reanalysis of potential replication targets, combined with a follow-up
qualitative exploration of studies with the least compelling evidence (which the
Bayesian reanalysis can indicate) can be a methodical and justifiable strategy to
select a study to replicate. We showed how one can reduce a large pool of candi-
date replication targets to a select few, relatively quickly and efficiently, and avoid
research waste.

When Replication Fails

Once a replication candidate has been chosen, and the study conducted and re-
sults analysed, the outcomes must be interpreted. In essence, we want to know
whether or not the replication was successful. Replication success means that a
replication study showed results adequately comparable to the original study. Un-
successful replication means that a replication study does not yield a result that
is adequately similar to the original it is based on.9 Unfortunately, poor repro-
ducibility is typically considered to reflect a negative scientific event, but this bad
press fails to take into account the nuances of ‘failure’. The responses to the 2015
Open Science Collaboration which appeared in the media, and in other scientific
journals illustrate this. They tended to use words to incite dismay and concern
(and presumably action) among lay-people and scientists alike. An online Nature

8Individual researchers are not the only ones who conduct replications – increasingly, repli-
cation is conducted by groups of people ranging from a small group of collaborators to a large
international group of researchers (a ‘distributed laboratory network’) such as those who conduct
the replication studies for the Psychological Science Accelerator (https://psysciacc.org).

9Again, the judgment of ‘adequate’ is rather much at the discretion of she who conducts the
replication.
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news story, for instance, published a piece that suggested most scientific results
shouldn’t be trusted (Baker, 2016). Gigerenzer (2018) asks rhetorically whether
science is “on its last legs” (p. 199). Engber’s article in Slate is titled “Everything is
Crumbling” in reference to failures to replication (2017). “Is psychology about to
come undone?” asks Bartlett in his incendiary article for the Chronicle of Higher
Education (2018).

The scientific and lay-media are not the only concerned parties. Often, when
failures to replicate occur, researchers conclude that the original study was the
result of type-I error, or that the effect it reported is too brittle to be meaning-
ful (see Cesario, 2014). Cesario is skeptical of failures to replicate, warning that
once the original methodology has been deviated from, the result of the failure is
ambiguous. In some instances, this suggestion is used to imply that the replica-
tion does not have any information value (see e.g., Stroebe & Strack, 2014). The
opinion of Clemens seems more nuanced. He argues that a replication failure can
provide different information, depending on the context. It can signal “a legiti-
mate disagreement over the best methods” or “incompetence and fraud” (p. 326;
2017). Others imply that failures to replicate may indicate that a consistent effect
across a wide sample or under different circumstances is unlikely to exist (Diener
& Biswas-Diener, 2018). Maxwell, Lau and Howard (2015) offer logical expla-
nations for poor reproducibility, stating that failures to replicate are not failures
– they are the result of underpowered replications, and a failure to understand
the importance of series of replications (as opposed to single, isolated replication
attempts).

Priming research and the case of power posing

One notable byproduct of replication increasing in popularity as a topic is that
many well-known psychological phenomena have been discredited. For priming
research in particular, issues of replicability have been well-documented. Nat-
urally, every area of research has some degree of contradictory literature, how-
ever an especially high number of article retractions and failed replications in
behavioural priming research have sparked serious doubts about whether many
‘carry-over’ effects are robust enough to contribute to our understanding of un-
conscious influences on behaviour. The state of affairs in priming research is
arguably what originally prompted people to identify a ‘crisis of confidence’ in
research findings (Pashler & Wagenmakers, 2012), as I mentioned earlier. The
effect of power posing is a very salient example of priming effects which have
failed to replicate (though several other well-known effects have also shared the
spotlight in recent years: Jarrett, 2016).

These problems of replicability in priming research have captured the atten-
tion of the broader field of psychology, with some prominent researchers now call-
ing for a collective effort to further replicate these priming effects, and reestablish
the field’s integrity. As I discussed earlier, Kahneman issued a direct statement to
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priming researchers in the form of an open letter, imploring them to decisively
address the problem of inconsistency and non-replicability marking the literature
on priming effects (Yong, 2012a): “I believe that you should collectively do some-
thing about this mess. To deal effectively with the doubts you should acknowledge
their existence and confront them straight on, because a posture of defiant denial
is self-defeating.” (no page numbers given; Kahneman, 2012) An attempt to help
return integrity and merit to the field, this confronting but constructive letter is a
reflection of the issue’s magnitude, reach and impact.

Strong evidence exists that some kinds of priming are valid and reproducible
(for a review, see e.g., Pickering & Ferreira, 2008), despite concerns. Initial work
on priming in the 1970s involves the activation of concepts in memory; facilitat-
ing and speeding up the processing of subsequently presented related stimuli. In
one experiment demonstrating this, Meyer and Schvaneveldt (1971) measured
the time taken by participants to respond to 48 pairs of words (associated words,
non-associated words and non-words). One of the first of its kind to measure un-
conscious memory, this study presented evidence for semantic priming, demon-
strating that participants respond to associated concepts in memory more quickly
than they do to unrelated concepts. A research focus that emerged some ten years
after initial work on semantic priming refers to a method of priming in which the
procedure in itself acts as the prime. That is, in typical procedural priming ex-
periments, participants perform a certain activity or task which itself primes for a
desired processing style. The prime or carry-over effect is then measured through
a change in performance or processing in a second, unrelated task.

Priming is a phenomenon with a broad definition, and many different kinds
of priming paradigms are subsumed under its umbrella. Power posing, an effect
in the embodied cognition area of research, is more narrowly defined. The effect
and the authors of the studies in which it originated (Carney, Cuddy and Yap)
have been the focus of heavy critique in both the lay media and in the scientific
literature after multiple failures to replicate their findings put the phenomenon in
the spotlight. The idea of power posing is simple, and involves what one of the
study’s authors calls a ‘mind-body nudge’, where a primitive mind-body link can
be exploited to use physical positions to evoke a mindset of confidence in oneself
(Cuddy describes the ‘mind-body nudge’ in her 2015 book, Presence).

Carney, Cuddy and Yap’s Psychological Science study (2010) has been cited
1400 times to date, and its findings (and dramatic and unreasonable extrapola-
tions of them) appear in numerous popular media articles. It demonstrated that
participants who assumed certain positions with their bodies – hands on hips,
chest out, feet wide apart, for instance – reported feeling stronger and more con-
fident than before assuming the positions. Along with the subjective measures,
objective measures were taken, which revealed physiological changes: levels of
the stress hormone, cortisol, decreased, while testosterone (responsible for ‘male-
typical’ behaviors such as aggression) increased. Finally, risk-taking behaviors
were tested. Participants who had posed expansively took greater financial risks
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than those in the other condition. The authors of the 2010 study concluded that
“. . . a simple 2-min power-pose manipulation was enough to significantly alter the
physiological, mental, and feeling states of [. . . ] participants. The implications
of these results for everyday life are substantial.” (p. 1366; Carney et al., 2010)
The popular media would seem to agree. Numerous articles and posts celebrated
the effect and implored readers to try the wonder-woman pose to boost their con-
fidence and skills in contexts like salary negotiation and to reduce stress (for just
a sample of these, see: Perlis, 2012; Clear, 2013; Cuddy, 2012a). In 2012 Oprah
magazine picked up the story, and Cuddy was invited to deliver what has become
an influential TED talk. It is the second most popular talk in the series, to date,
with over 64 million views since it was released in June of 2012 (Cuddy, 2012b).

The effect of power posing is seemingly not robust, despite its high profile.
The results of at least 11 studies show that the effect is unreliable and malleable
at best. Perhaps the most high-profile failure to replicate appeared in Psycho-
logical Science in 2015. The replication conducted by Ranehill and colleagues
(2015), failed to find complete support for the 2010 effect despite testing with a
high-powered design, featuring an N almost five times larger than the original.
They reported that although they did not replicate the physiological or risk-taking
behavioral findings, participants did report feeling more powerful in the expansive
posture condition. Although Ranehill and her coauthors did slightly deviate from
the methodology, the deviations were intentional, and aimed to give the effect
the best ‘shot’ at working. First, they extended the time during which participants
were required to hold the poses they had adopted from one minute to three. An-
other deviation involved the extent to which the experimenter interfered with the
participants. While in the Carney et al. study, the participants were posed by the
experimenter, a computer instructed Ranehill’s participants (who were also mon-
itored on camera to ensure that the positions were correct and being maintained
for the required period).

Reproducibility and Predictors

‘Reproducibility’ as a concept is general in its scope, but at its core refers to the
outcome of a replication study. It is a way to explain how well an effect can
be replicated. One might say, for instance, that an effect is not reproducible
when replications continually fail to validate it. Similarly, one might suggest to
conduct a replication study to test the reproducibility of a claim or finding. A
broad meaning for reproducibility comes from de Ruiter. In the abstract on his
2018 article, he writes: “A scientific claim is a generalization based on a reported
statistically significant effect. The reproducibility of that claim is its scientific
meaning.” (quotation from abstract; 2018) The question that springs from this
statement, which allows us to consider how to operationalize it, is: “What is that
meaning?” The problem with using this single word: ‘reproducibility’, is that the
outcome of a replication study and what it means is heavily dependent on what
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is being compared between an original study and its replication. Indeed, what is
the basis of the assessment we deliver when determining whether something is
reproducible or not?

The nebulous and general definition of ‘reproducible’ does not suffice to de-
scribe the distance between an original study and a replication of it, nor to clearly
communicate the comparison of interest (that is, are we comparing the original
and replication effect in direction only, or are we comparing both direction and
magnitude of the effect?). Compounding this issue is the fact that the use of the
word reproducibility is used very loosely in research reports. One only has to
read a handful of the literature on the topic to see that terms like ‘replication’ and
‘reproducibility’ are used practically interchangeably (Schmidt, 2009).

Another issue with defining reproducibility is due to the range of tools that are
currently used to quantify the success or failure of a replication attempt. After all,
when do we actually know whether a replication p-value is significantly different
from the p-value of the original study? How similar in magnitude does an effect
need to be in an original-replication pair? How different do these values need to
be before they are meaningfully different and we declare ‘poor reproducibility’ of
an original study? Determining how to quantify a replication outcome is difficult,
and is another point of debate between some groups involved in reform and open
science.

Although replication success can depend on many discipline-dependent vari-
ables (Open Science Collaboration, 2015), the pressure on academics to publish
novel findings, and many of them, is relevant to all fields of scientific research
(Steele, Butler, & Kingsley, 2006). These pressures can engender a culture in
academia in which questionable research practices (QRP) and fraud may flourish
(Barbour, 2015). Further undermined by publication bias toward novel findings,
the filing away of null results and poor statistical analyses, an unstable body of
literature has emerged (Steckler, 2015; Rosenthal, 1979), characterized by low
reproducibility rates. Other predictors of replication failure are domain-specific,
such as the lack of specificity in published research reports. Studies suggest that
the large proportion of articles lacking sufficient detail regarding methodology
and materials has limited the reproducibility of findings. This is especially appli-
cable to biomedical fields (Carp, 2013; Vasilevsky et al., 2013; Ioannidis et al.,
2009), though in a previous study which reanalyzed numerous findings reported
in the journal Psychological Science, I experienced problems with poor statistical
and methodological reporting practices, and dwell on related concerns (Field et
al., 2019).

Ultimately, though many would argue that the renewed interest in replication
and reproducibility brought on by the crisis of confidence is positive, this topic
has also brought much disruption and anguish to many scientific disciplines. For
instance, news of failures to replicate garner strong responses from the commu-
nity. Many authors of original experimental effects feel as though they are being
witch-hunted or bullied (Cuddy and Schnall are two examples – see, respectively:
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Dominus, 2017; Rhodes, 2015), and replication has been at the core of many
‘tone debates’ in recent years. Those who have authored papers that have been
the subject of failed replications sometimes lay blame at the feet of the replicators.
Arguments as to why they are the cause of the failures range in their reasonable-
ness and reasoning (see Yong’s article reporting on one example: 2012b), but
they often point to the carelessness or lack of expertise of the replicating authors
as the problem.

2.4 The Emergence of a Movement and a Community

Early discussions on the topic of replication have also been a catalyst for broader
debates in reform circles. For example, the questions about replication I have
considered in this section – What effects do and do not replicate? In what fields do
replication failures occur most frequently? How do we conduct the best replication
studies? Why and how do we select studies to replicate? – have fed into questions
about tone in scientific critique – How should researchers engage with one another
about issues like replication failures? – and assessment of the reliability and va-
lidity of qualitative research – Can and should it be assessed in interpretivist (as
opposed to positivist) traditions?

At the end of his piece on science’s poor state of being, Horton writes that
“. . . nobody is ready to take the first step to clean up the system.” (no page num-
bers given; 2015) Not everyone, it appears, would agree. Hilgard and Jamieson
(2017) argue that science is self-correcting (and they’re far from the only people
to advance such a claim – take Merton, for example: 1973). Francis Collins, the
director of the National Institutes of Health, is also optimistic, says: “science will
find the truth. It may get it wrong the first time and maybe the second time, but
ultimately it will find the truth.” (Achenbach, 2015) Nosek and Munafò are also
on the record with positive attitudes toward the progress of science in the wake
of the crisis (see Baker, 2016; Yong, 2015).

The problem with the “science is self-correcting” narratives, is that they sug-
gest that the process is passive. That science’s wheels will continue to turn, and
the creases will just iron themselves out. The truth is that if there is hope for a
reliable and valid social science in the future, it will not be born of a passive pro-
cess. Science does not just exist; it is constructed by humans who have developed
philosophies and tools to do the job of producing research and communicating it.
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Open Science and Reform Practice

3.1 Open Science and Reform Practices

Like shadows, openness is the result of nuanced encounters between
light and darkness, whose visible results reflect both the obstructions
and specificities of each setting. Again like shadows, openness is in-
herently positional and relational and is subject to dramatic qualita-
tive shifts depending on the characteristics of the locations involved
or the personal relationships between the individuals and groups in-
volved. Whether this is explicitly acknowledged or not, openness en-
tails judgments about what counts as a valuable research output or
practice, such that particular enactments of openness lead to the en-
dorsement of some things as valuable, and others as not. It is not just
a question of what should be made open but also about how particu-
lar instantiations of openness value some forms of care and labor over
others.

Levin and Leonelli (p. 295; 2017)

Definitions, Schools and Philosophy

As the word ‘crisis’ came into use to describe the turmoil of the field, the “contours
of a community of critics began to emerge” (Derksen, 2019; p. 321). Derksen
calls the community’s reaction to the crisis the ‘Open Science initiative’. This ini-
tiative describes the collective strategies scientists have contributed toward solv-
ing the field’s problems. These strategies generally emphasize transparency in
scientific practice (and reward researchers for transparency, says Derksen), which
should result in “tightening standards and limiting unwanted flexibility” (p. 324).
So far, a considerable effort by individual researchers, academic institutes and
lay-community funding bodies alike has started to improve our collective under-
standing of the mechanisms behind the crisis, and of how we might modify our
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methods going forward to improve the reliability and certainty of our findings
(Pashler & Harris, 2012; Chambers, Feredoes, Muthukumaraswamy, & Etchells,
2014). The recognition of problems in science and a drive to resolve them has led
to a movement (Robson et al., 2021; Vazire, 2018). These people are united by a
common interest in open science, and focus in particular on the practices which
underpin that joint enterprise.

Open science is not a category of science in and of itself; it is not different
from science in the traditional sense, say open science advocates. They argue
that it is simply research which has been carried out with transparency and in-
tegrity and with an emphasis on collaboration. Robson and colleagues describe
it as a “range of behaviours that aim to improve the transparency of scientific
research.” (p. 1; 2021) FOSTER, an e-learning platform dedicated to educating
researchers about open science principles and practices defines it as a movement
whose goal is to “make scientific research, data and dissemination accessible to
all levels of an inquiring society.” (www.fosteropenscience.eu/about) As this
definition says, open science involves ensuring that components of the research
itself such as materials, computer code and data, are made available to others. It
involves researchers being transparent, reflexive, and honest about the decision
processes involved in their research in general, and, crucially, when things in the
research process do not go as expected. The open science and reform movement
describe a focus on conducting ’good faith’ science, that is, they strive to execute
science with integrity and honesty of purpose. It is not science free of error or
uncertainty – “mistakes can and will happen” assure Allen and Mehler (2019).
Rather, they clarify, it is science that is free of assigning reprimand or blame, and
which fosters a culture around transparency in the scientific process, such that
error and uncertainty are clearly signposted and discussed.1

Fecher and Friesike (2014) recommend against using a precise definition for
open science, instead proposing five schools of thought to shape the discourse
surrounding open science. These schools, or ‘threads’, provide a framework for
understanding the goals of open science as a movement:

• The infrastructure school. This thread is concerned with technological ar-
chitecture, holding that research requires readily available tools, services
and platforms to make dissemination and collaboration efficient.

1This mindset is what drove the founders of Journal of Trial and Error to establish their journal.
They explain the emphasis on discussing error as a part of the scientific process in their mani-
festo (www.jtrialerror.com/the-manifesto-for-trial-and-error-in-science/): “We want to publish (1)
methodological errors which have productive conclusions for the scientific community at large, and
(2) conceptual errors in the form of negative results. In addition, our initiative aims to create a
platform to openly talk about failure. That does not mean that we want to publish sloppy science.
Rather, we believe that in talking about errors, scientists can learn about the do’s and don’ts of their
methods and concepts.” (see their editorial piece for a more detailed explanation of the goals of
the journal: Devine et al., 2020)
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• The Public school is concerned with accessibility of knowledge creation. It
holds that truly impactful research requires societal engagement (citizen
science), and the provision of understandable, accessible research outputs.

• The measurement school seeks alternative scholarly metrics, holding that
traditional metrics for evaluating research impact are problematic and in-
sufficient for their purpose.

• The democratic school is concerned with access to knowledge, and holds
that information gleaned through research effort should be available to all.

• The pragmatic school holds that the (co)production of knowledge is more
efficient when it involves collaboration, and is strengthened by critique.
The goal of this school is to connect researchers and to make the research
process transparent.

Fecher and Friesike’s approach to categorizing practices and different priori-
ties in the open and reform space provides an interesting alternative way of view-
ing the group of people advocating and practicing. Until now, I have largely
presented this group and their focuses as a single community of people who take
on a large and diverse roster of activities in order to pursue their joint enterprise.
However, as I will advance in the analysis chapters (7 and 8), this is too simplistic
a view of the space.

In this chapter, I describe the major kinds of practices that have been gener-
ated by the group so far, and their corresponding goals and potential benefits.
Through an exploration of a selection of the literature, I lay out the guiding prin-
ciple behind the group’s joint goal – scientific improvement: Opening up science
can improve the validity and reliability of research findings, can boost their re-
producibility, and has the potential to reduce academic misconduct (Vazire, 2018;
Banks et al., 2019).

Practice

The Four Pillars of Open Science Practice

The principles of open science translate into a wide variety of initiatives or ‘be-
haviors’ and a great deal of information on best practices and guidelines. Open
science principles are applicable to every aspect of the research process, from
the start of the process, to the end. Of course, the research pipeline varies with
different academic traditions, but many share core components which different
practices target. For instance, for psychology and other, similarly positivist disci-
plines an ideal ‘open’ research process might happen roughly as follows: Starting
with theory exploration, hypothesis generation, preparation of a preregistration
document or registered report proposal, through to data collection and storage,
sharing of the code and materials used in the experiment and analyses of the
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data, open peer review of the written research report, and free access to the
published article (Banks et al., 2019; Munafò et al., 2017). Often, the different
kinds of practices are categorized, or described in terms of ‘pillars’. For instance,
Utrecht University, the open, interdisciplinary journal 4open and FOSTER refer-
ence a four-pillar system of open science practices, while the University College
London, the European Commission and the University of Groningen refer to eight
pillars. I will explore the simpler four-pillar system, and then describe other prac-
tices which do not fall under any pillar categorizations.

Pillar One: Open Data Open data is an important pillar of the open science
movement, according to FOSTER. There are different levels of data openness.
The Open Data Institute (https://theodi.org/about-the-odi/our-vision-and
-manifesto/our-mission/) describes open data as data that anyone can access,
use and share. Shared data are described as widely accessible, but have condi-
tions as to their use (e.g., relating to reuse and attribution). Closed data is self-
explanatory – these data are often sensitive on some level, and may be impossible
to share.

Data should be shared as soon as possible, even if they are not necessarily
ready for wider use. It should also be noted that while the researchers who
collected the data are major stakeholders in the use of the data, they do not
own it. This implies that they must take other entities into account when they
make choices about data use, storage and sharing. FOSTER and other organiza-
tions which focus on open data recommend drawing up a data management plan
(DMP; a document which describes plans for how data are to be handled during
data collection and after it has taken place) before data collection occurs. Such
a document is ‘living’, and should evolve along with the project. The goal of cre-
ating a DMP is to manage data optimally both during the project’s lifetime, and
afterward. Ideally, a DMP ensures that waste and mismanagement of valuable
data can be avoided.

The FAIR data guidelines (see: Mons et al., 2017) describe characteristics of
data which help them be discovered online and reused by others. FAIR stands for
Findable, Accessible, Interoperable and Reusable:

• Findable: Data should be located on repositories or websites such that they
are easy to find should anyone look for them. They should be accompanied
by detailed metadata and be identified using a persistent identifier online.

• Accessible: The data themselves and their metadata should be understand-
able by humans, machine readable, and stored in a reliable repository. They
should be non-proprietary.

• Interoperable: Data should be able to be integrated with other data, and be
able to be utilized by applications and systems for processing, storage and
analysis purposes.
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• Reusable: Data should be optimally reusable. This means that the data and
metadata should be sufficiently and accurately described, such that they
can be used to their maximum potential by others. Their provenance and
context should be clear.

A useful tool has been provided by the Australian Research Data Commons
which helps researchers assess their own data with the FAIR guidelines (https://
ardc.edu.au/resources/aboutdata/fair-data/fair-self-assessment-tool/).
The tool provides guidance for making sure that one’s data meet FAIR guidelines
where applicable. Other tools have been developed to help facilitate access to
open data sources. For instance, rOpenSci (https://ropensci.org) is a techni-
cal infrastructure which facilitates the development of R packages through com-
munity driven learning, review and maintenance of contributed software in R.

The State of Open Data survey of 2019 (Fane et al., 2019) provides an interest-
ing look at academics’ views on open data. Although concerns about sharing data
(such as their misuse by others, lack of clarity about licensing and copyright, and
not receiving appropriate credit) are serious among the study’s 8423 participants,
67% of them think that funders should withdraw funding or penalize researchers
in some other way if they do not share their data as mandated by the funder. An
even higher proportion of participants (69%) think that funders should mandate
data sharing as part of requirements for granting funds to researchers. Interest-
ingly, about half of the study’s respondents who share their own data regularly
have not heard of the FAIR principles.2 Support for a widespread mandate for
making research openly available has grown more than 25% since 2016, with
79% of respondents in 2019 voicing strong support for such a mandate. Despite
this, figures from 2016-2019 vary with regard to what proportion of respondents
reporting that they had curated data for sharing: 2019’s figure of 65% is lower
than figures for 2017 and 2018 (both reported 74%), and 2016 (67%).

Researchers were motivated to share data by a number of things, say Fane and
colleagues (2019). Ranked highest were impact and visibility of their research
(62%) and public benefit (60%). Other motivations involved the researcher them-
selves benefiting by, for instance: full citation (61%), co-authorship (42%), con-
sideration in job reviews (45%), and financial reward (38%). Transparency and
reuse motivated people to a lesser degree (48%), but only 2% of respondents
reported that they had no intention of sharing their data.

Open data policies are not only important for academic research – scientific
research for governmental bodies is heavily influenced by open data rules and
most countries have laws which ensure that data conform to sufficient standards
of openness. Open governmental data policies are thought to confer benefits to
the public, according to Data Europa. These include enhanced performance of
governmental research (i.e., sharing leads to efficiency of data use), and benefits

2This is interesting because it reflects the possibility that this group are not as cohesive or ‘close’
as one might expect. I will explore this issue in much depth in Chapters 7 and 8.
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to local communities (which can benefit from easy access to valuable informa-
tion).

Although numerous official open data initiatives have been established, aca-
demic researchers commonly use repositories such as the OSF, Dryad, and Figshare.
It is worth noting that FOSTER suggests that researchers use domain or discipline-
specific data repositories. This enhances ease of access and visibility within a
given discipline. FOSTER shares some tips for best practice in data sharing, which
include giving your data set a DOI, provide a recommendation for a citation for
the data set, and share the data set’s metadata and other important documents
along with the data set itself.

Open data, according to proponents, has the potential to benefit society on
a number of levels. In the context of the Coronavirus pandemic, open data has
played a vital role in speeding up scientific discovery and innovation, leading
to societal benefits like vaccination against the virus. The Organisation for Eco-
nomic Co-operation and Development (OECD) website lists multiple benefits of
open data. For instance, open data can reduce waste and redundancy in col-
lecting, creating, transferring and re-using scientific material, and can increase
productivity which is especially valuable where public spending is concerned.
Huston, Edge and Bernier (2019) discuss how open data can promote greater
citizen engagement, which can lead to more active participation in scientific ex-
periments, initiatives and data collection. Open data increases opportunities for
scientific collaboration, enriches society’s capacity for research and analysis, and
enables transparency and improves accountability of scientists. In the more spe-
cific context of public health, benefits include the faster detection of threats to the
environment and health and the increase in capacity for evaluation performance
indicators. Additionally, open data can inform interventions and policy decisions.

Fane and colleagues Fane et al. are optimistic about the future of OD. They
write:

We need to make open data matter, and one way to ensure that is the
reuse of data that adequately credits the author, gatherers, creators,
and even participants of those datasets. Another is to ensure that
we build, support, and promote credit mechanisms that pay attention
to the social mechanisms embedded in citation and authorship; not
something that publishers, or funders, or researchers can do on their
own. (p. 17)

Pillar Two: Open Code Sharing code and sharing data are related, because
code tends to be written for a particular data set, or to be used on data. The
benefits to sharing code are very similar to those of sharing data. Arfon Smith (in
Mitchum, 2015) emphasizes that open code facilitates collaboration and learn-
ing from the work of others, as well as being able to build on what others have
already done. He links code sharing to reproducibility, and inclusivity as well (be-
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cause no ‘pay to play’ system means researchers with relatively little funding can
participate). Smith talks about a culture of reuse, where “absorbing and repro-
ducing methods can be freed from the shackles of traditional journal articles”. He
discusses the need for substantial cultural shifts in how academics work, includ-
ing accreditation, trust amongst researchers, and software tool discoverability.
Kathawalla, Silverstein and Syed (2021) add a few more pros of open code to
the list – open code helps one modify one’s existing analyses and visualisations,
and signals one’s commitment to transparency. They make code sharing more
attractive to those who are not currently using software like R, noting that even
sharing syntax used in programs like SPSS or the analysis files generated by JASP
is a form of code sharing and useful in the same way for open science purposes.

The UK Reproducibility Network (UKRN), a national peer-led consortium,
provides a useful primer on open code and software (https://www.ukrn.org/
primers/). The primer, one of many aimed at educating on open science prac-
tices, outlines the benefits to sharing code. Though most benefits are already
outlined above, the authors of the primer highlight that without source code, it is
hard to test software and make sure that it does what it purports to. The primer
also shares tips on how to open software and code, including a clear simple check-
list. They suggest giving your code a descriptive name, licensing it, and pushing
a versioned release of it.

The primer lists several resources people can use for learning about how to
open their code, as well as places they can store or release it. For instance, The
Carpentries is a global support community which provides training tools and sup-
port for people who want to develop their data and computational skills. The
Turing Way is a handbook which was written to support students, their PIs, fun-
ders and editors in showing that reproducible data science is ‘too easy not to do’.
Stack Exchange and Stack Overflow are online resources which help support the
data science community and others interested in writing and using code. Systems
also exist such as Github, Gitlab, OSF, Binder and Sourceforge which can be used
to store and release code and software.

Easterbrook (2009) highlights why open code is necessary with this pithy
statement: “Poor code is endemic” (no page number). Technical debt, says East-
erbrook, is behavior whereby one defers issues like code readability and main-
tainability until ‘later’. These chores usually don’t get finished, however, resulting
in a debt which must be repaid by someone in the future – either oneself or an-
other – in their effort to rerun or modify the code. Journals which require open
code help remedy this issue, because authors are strongly motivated to clean up
their code each time they produce an article.

Although Easterbrook lists a number of barriers to code sharing, Walters’ 2020
article, ‘Code Sharing in the Open Science Era’ declares that sharing source code
alongside papers has become the norm in many disciplines, and that science
has reached the point where meaningful technical barriers to reproducibility no
longer exist. Indeed, many journals require that authors share their code at the
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time of publication, or even at the time of submission. For instance, Science, Fron-
tiers, PLOS and Royal Society Open Science all require open code; Nature does not
require it, but strongly recommends it.

Walters (2020) sees resistance to code sharing as a societal issue, rather than
a feasibility or scientific issue. This is interesting, because Walters highlights po-
tential arguments against code sharing which reflect certain elements of academic
culture. Arguments include code going out of date, that code can be made avail-
able on request (so why bother front-loading it at the time of article submission or
publication?), fears that one might lose the competitive edge, especially if grant
funding is on the line, and finally, fears that people will be critical of code which
is messy, contains errors, or is otherwise unprofessional. Walters counters these
issues in turn in his article, but the main thrust of his piece is that open code is
powerful for sharing the advancements already made by others, learning from
them, and building upon their work. He recommends three key changes to help
facilitate wider code sharing in the academic community. First, he recommends
the institution of journal policy to endorse articles when their authors share their
code (which is interesting in a sociological sense). He recommends that authors
be required to include explicit code availability statements in their articles. Fi-
nally, he recommends the development of clear policy for reproducibility and
inclusion of source code with articles.

Pillar Three: Open Peer Review Many open science initiatives relate to the
peer review process. Historically, peer review has been a closed system, how-
ever a review by Ross-Hellauer (2017) reveals an almost exponential growth in
the interest in open peer review (OPR) since it first appeared in the literature
as a concept in the 1980’s. OPR is just like regular peer review, except that the
process of peer review (including the reviews themselves, and often the authors
of the reviews) are made publicly available, alongside the paper they refer to.
Ross-Hellauer finds that OPR began to gain momentum in the “early-mid 2000s
onward” (p. 6), and demonstrates that the social sciences are leading the adop-
tion of OPR, followed by medicine and health sciences, and the natural sciences.
Apparently, big funding entities also see the value in backing OPR. For example,
the platform F1000Research gained substantial funding not long after its launch
from both the Wellcome Foundation and the Bill & Melinda Gates Foundation
(Butler, 2017). Despite blossoming interest in OPR, no standard or agreed upon
definition exists for it, and no schemes of features or characteristics are to be
found. Part of this, reasons Ross-Hellauer, is the fact that OPR is an evolving and
complex concept with many facets, and lacks a coherent vision (in comparison
with open access, for instance).

The literature documents debate about the value of OPR, as Ross-Hellauer’s
review article shows. Older articles such as Ware (2008), Godlee and colleagues
(1998) and van Rooyen et al. (1999) report perspectives that OPR has limited
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feasibility and benefit to the quality of the reviews, and find that the suggestion
of newer initiatives is met with only lukewarm interest from researchers. The
Nature publishing group conducted a trial in 2006 to test a platform to combine
open participation with peer review. It failed to show feasibility and sufficient
interest from potential participants to be put into motion as an initiative. These
findings all predate the crisis of confidence, however, and newer articles which
survey researchers’ opinions on OPR reveal increasing interest in OPR becoming
mainstream in science, and evidence that opening the review process leads to
higher quality articles with improved tone (see e.g., Walsh, Rooney, Appleby, &
Wilkinson, 2000; Ross-Hellauer, Deppe, & Schmidt, 2017). Since the crisis of
confidence has dominated much of the narrative surrounding research practices
in the social sciences, clear agreement has been reached among open and reform
activists that the peer review process is fraught with problems and is in dire need
of reform (see e.g., Tennant et al., 2017; Csiszar, 2016). Ross-Hellauer (2017)
cites a series of complaints against the current process, including a lack of reliabil-
ity and consistency with the reviews, a lack of accountability with reviewers, lack
of incentives for reviewers, and risks of subversion and damaging biases (both
social and publication). In general, OPR is aimed at bringing peer review more in
line with the emergent goals of the open science movement.

Ross-Hellauer (2017) identifies seven of what he calls ‘traits’ of OPR, some
of which provide an insight into why some open and reform activists prioritize
OPR. The most salient ones I have listed below, with my insights and comments
in italics:

1. Open Identities – This trait involves unblinding, in which reviewers identify
themselves in their reviews. The idea with blinding is to tackle potential
bias (for instance, a reviewer might be inclined to submit a biased review
for an article from a competitor research group), however true blinding
often does not succeed and can lead to problems. Open identities in peer
review can enhance accountability of reviewers, and ensure that credit is given
to reviewers for the work they do. It is possible that transparent reviews are
of higher quality than blinded ones, as accountability to their words makes
people more motivated to do a good job. Another benefit of open identities is
that people might be more cautious in their tone and more inclined to provide
reasoning for critique.

2. Open Reports – Reviews are published alongside the paper. This trait en-
sures that possibly useful information contained in reviews is kept as a re-
source, potentially for reuse in other contexts. Open reports increase ac-
countability and provide incentives for peer reviewers, by making their reviews
part of their documented scholarly activity. Open reports also provide article
readers with additional context and information about articles that reviews
sometimes contain, which can help for when researchers attempt replication
studies.
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3. Open Pre-review – This trait involves preprints, a bottom-up incentive ac-
cording to Armeni and colleagues (2021). Practically, this entails the post-
ing of research on a repository before/in parallel with submission to a jour-
nal, and allows others to provide commentary on the preprint article. Lean-
ing on existing repositories and services/software heavily, open pre-review
is very popular in the social sciences. Preprint servers (such as psyArXiv on
the Open Science Framework, Figshare and PeerJ preprints), and other ser-
vices make Open Pre-review easy for researchers to use. It allows researchers
to assert priority when it comes to reporting results, and increases the visi-
bility of research, enables open participation and can increase the quality of
manuscripts at final submission. Preprints are popular especially in psycho-
logical disciplines, and have become a prominent priority for many methods-
focused reform and open advocates.

4. Final-version Commenting – This trait exists in many forms already. Social
media platforms like Facebook and Twitter, for instance, make final-version
commenting easy and quick. The drawback here is that this kind of critique
rarely improves the research it is aimed at (as the research is already per-
sistent in the public record). It is unmoderated, tends toward tone problems
(especially if the article in question is controversial) and can be of low qual-
ity. Many of the tone issues of the reform and open group stem from this trait
(Derksen & Field, 2021).

Wolfram and colleagues (2020) describe different levels of OPR implementa-
tion, with concrete examples. Frontiers and many other journals only implement
OPR in that they require open identification of reviewers. Journals such as PeerJ
provide open identification and open reports, but these are optional rather than
required. BMC OPR involves mandatory open identification and publishes open
reports alongside published outputs. Finally, F1000 has totally opened the peer
review process in an unprecedented manner. They do not use traditional ac-
cept/reject thresholds, but instead use a kind of endorsement system, whereby
articles are only indexed in bibliographical databases once they are ’approved’ by
at least two reviewers. The entire peer review procedure is transparent from the
get-go, and developments in the process are visible as they unfold.

Evidently, the OPR process is multi-faceted, complex and dynamic. Ross-
Hellauer (2017) argues that this is a feature, not a bug: “The large number of
possible configurations of options presents a tool-kit for differing communities to
construct open peer review systems that reflect their own needs, preferences and
goals.” (p. 15). Although adoption of OPR is growing, there is still much room for
improvement, with only a minority of OPR journals having adopted a completely
transparent peer review process (Wolfram et al., 2020).
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Pillar Four: Open Access Open access (OA) is a short name for what is a free
online scholarship movement (Mering & Hoeve, 2020). It’s a global initiative
which seeks to grant access to knowledge sources (defined as scholarly articles,
raw data and metadata, source materials, digital representations of pictorial or
graphical materials, and scholarly multimedia material, according to the Berlin
Declaration on Open Access, 2003) for free to everyone. It describes the scenario
where no barriers (technical, legal or financial) exist to access, meaning that
anyone can download, copy, read, search for/in, print or share the content, or
use it for educational purposes.

The Berlin Declaration on Open Access to Knowledge in the Sciences and Hu-
manities (BD; https://openaccess.mpg.de/Berlin-Declaration) is considered
a great milestone in the OA movement’s history. The BD was drafted to “promote
the internet as a functional instrument for a global scientific knowledge base”. At
its core is the philosophy that the dissemination of knowledge is only complete
when everyone has free access to it.

OA takes different forms. With Gold OA, an article is fully accessible online
via a publisher’s website, and APCs (article processing charges) are paid by the
author (or their institution). An article is Green OA when it is available on an
online repository (such as PsyArXiv, for instance). Gold OA is growing very fast
in popularity, writes Björk (2017), due to large successful journals offering rapid
publishing with innovative peer review approaches, however interest in Green
OA seems to be languishing somewhat. Progress to 100% OA is slow, according
to Björk (2017). Larivière and Sugimoto (2018) report that two-thirds of articles
are available to read via at least one of these methods, and that half of all articles
are classified as both Green and Gold OA. The purest form of OA is diamond OA,
and describes cases in which an article has been published, but for which no APCs
have been required of the authors.

Björk’s (2017) article describes another form of OA, which he calls Black OA.
Black OA is symbolically named, and refers to articles which have been made OA
illegally. With Black OA, subscriptions, payments of any kind, and bureaucracy
have been circumvented. Björk says that the blame for fast-growing interest in
Black OA can be laid at the doorstep of academic social media/network sites.
Björk refers primarily to Research Gate and Sci-Hub in his article. Research Gate
is an academic social networking site where people can post PDFs of their publica-
tions, and others can request full texts of articles which aren’t otherwise available.

Sci-Hub, a so-called “shadow library” website, takes Black OA one step further
into fully illegal territory. Founded by Alexandra Elbakyan in Kazakhstan as a
reaction to high paywalls, the site holds over 85 million research articles (as of
January 10, 2022) making them freely available to anyone to search using article
DOIs. Its domain name cycles frequently due to court injunctions, and has been
championed by much of the academic community for its approach to providing
OA. While some criticize it as a pirate site, the sense of indignation at big journals
earning money off the backs of the scientific community is relatable. Black OA
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has become popular because it is convenient for accessing paywalled articles, is
not morally objectionable to most researchers, carries limited legal risks, and,
of course, saves money. Björk (2017) estimates that as many as 50% of articles
are available via Black OA channels. Black OA is a symptom of a greatly flawed
traditional publishing model, contends Björk. He predicts that the popularity of
Black OA will decrease as 100% Gold OA is reached.

One important predictor for OA adoption appears to involve research funders.
Larivière and Sugimoto report on whether work supported by funding agencies
with mandates for OA actually achieve compliance (2018). Some funders re-
quire authors to either publish the funded research output OA (i.e., via the Gold
OA channel), or deposit the articles in repositories (the Green OA route). They
find that figures vary widely, and depend greatly on funding entity. For example,
they report that while 90% of National Institutes of Health (NIH) and Wellcome
Trust funded research is OA, only 23% of research funded by Canada’s Social Sci-
ences and Humanities Research Council achieves OA compliance. Enforcement
and the provision of infrastructure by the funder seems to be key: while the NIH
and Wellcome threaten withdrawal of funding if recipients don’t adhere to OA
mandates, and require output to be published OA, many funders allow OA after
publication. NIH and Wellcome also provide repositories and other support to
help researchers more easily achieve OA. Discipline also seems to influence com-
pliance: biomedicine, math, clinical and health science fields lead OA compliance,
compared to social sciences and humanities fields.

The BD states that the success of OA is contingent upon active commitment
from every scientific contributor to the knowledge base; Larivière and Sugimoto
(2018) use the words ‘cooperation and foresight’. They emphasize that OA needs
a sustainable financing model (i.e., who will pay the costs that article produc-
tion entail?). Suber, one well-known theorist and advocate of OA is optimistic.
There’s a lot of room for creativity when it comes to who pays the bills for OA, he
says. The BD recommends practical approaches to encouraging the adoption of
OA: advocating for OA publications to be formally recognised in promotion and
tenure evaluations, and highlighting the merit of OA contributions to science are
two such recommendations. As I mentioned just above, it is clear from Larivière
and Sugimoto’s work that funding bodies should support researchers with OA by
providing platforms and repositories, as well as enforce compliance to OA man-
dates. Mering and Hoeve (2020) argue that while many OA-related goals may be
successful, some are currently only aspirational, and it will be a matter of time
before we see if they are feasible. Ultimately, sources tend to highlight OA’s flexi-
bility to change and develop, and are optimistic about its potential for the future
of science. Evidently, support from institutions and funding agencies is crucial for
the realization of many of OA’s long-term goals.
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Other Open and Reform Initiatives

Preregistration and Registered reports

Preregistration (PR) and registered reports (RR) are open science-related prac-
tices which come into play early on in the research: usually at the time of theory
development and hypothesis generation, and almost always before the data are
collected. PR refers to when a researcher chooses to write up his or her plans for
a project – including study rationale, hypotheses, design and analysis plan – and
makes them publicly available in some form. A growing number of researchers
choose to upload preregistration documents onto sites such as the Open Science
Framework (OSF), or onto their own personal websites (Chambers, 2014; Mu-
nafò et al., 2017).

RR takes the PR process further, involving the peer-review of the preregis-
tration document through a publishing outlet, just as in the review process of a
fully complete research manuscript. Once the preregistration plan has been ac-
cepted, the study has been accepted by the publisher in principle, irrespective
of its outcomes, providing the authors have stuck to their plan or describe any
deviations in detail. Dubbed a “critical part of urgent wider reform” (Chambers,
2013), both PR and RR are thought to aid the production of more trustworthy re-
search findings. The key to their value is largely in the timing of when the study
is registered – the proposed study aims, methodology and intended analysis are
recorded and disseminated at the point of study design, but before data collec-
tion has taken place. RR holds a value over and above this, combining PR with
peer-review and outcome-independent publication. The popularity of PR and
RR appears to be gaining momentum in the scientific community as part of the
regular research process: PR and RR are now widely accepted by at least 288 ma-
jor scientific journals (for a full listing, see https://www.cos.io/initiatives/
registered-reports).

The protocols of PR and RR have several qualities that have the potential to
improve the credibility of the research produced through them. Their increasing
use in the scientific community is accompanied by a growing body of literature
that argues for their benefits (Alvarez, 2014). One key benefit described in this
literature is that PR and RR provide researchers with a means to document the
distinction between confirmatory and exploratory research findings (also known
as “hypothesis-testing versus hypothesis-generating research”, p. 4; Nosek et al.,
2015). Clarifying this distinction can boost the reproducibility of research find-
ings (Chambers, 2013; Wagenmakers et al., 2012).

Another major benefit of PR and RR is that they can help counter many QRPs
researchers can engage in. As most of these QRPs can have a detrimental im-
pact on the validity and interpretability of the statistical conclusions drawn from
research findings, decreasing their prevalence can, in turn, help safeguard the
overall quality and veracity of the literature. As already discussed in the previous
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chapter, QRP refers to the many different choices that researchers make, and be-
haviors in which they engage, which push the boundaries of acceptable research
practice (John et al., 2012).

Further benefits to adopting PR and RR are directly relevant to the researcher’s
career and academic reputation (Wagenmakers & Dutilh, 2016). It is thought
that researchers will produce higher-quality, more reproducible research. This
will ultimately benefit them as scientists, for different reasons. It is possible that
researchers’ academic work will be trusted more by other academics when PR or
RR have been part of the research process. By adopting PR and RR, proponents
argue that researchers will increase their chances of getting articles accepted by
journals, regardless of whether or not the results obtained favor their hypothe-
ses.3 Finally, they may be more confident in trusting the work of colleagues in
their own fields if they know that others’ work has been preregistered, or is a reg-
istered report. In the specific case of RR, authors will benefit from extra review
and input on their methodology before they conduct the study. This allows them
to save their time and resources for the highest-quality studies.

Myself and colleagues attempted to assess whether PR/RR studies were per-
ceived as more trustworthy compared with their non-registered counterparts. The
study features a promising pilot which demonstrated a strong, predicted effect of
registration on trust. The full study, however, conducted in 2019 and based on
the data from over 200 academic participants, yielded ambiguous evidence. With
such a small sample (an N of 209 spread unevenly over 6 experimental conditions
constitutes very low power to detect a difference), this is unsurprising.

Incidentally, our study, an RR itself, demonstrated a further benefit of RR.
That is that when they use the RR format, researchers have the freedom to report
on the study truthfully and in detail, without fear that the study will be rejected
by the journal for the lack of a compelling ‘story’ (providing the plans were ad-
hered to, or sufficiently rationalized if deviations occurred). In the specific case
of the study in question, my coauthors and I could: “. . . be transparent about the
trouble we had with our sample, our findings, and that we cannot conclude any-
thing from the study. This may then serve as a warning to other researchers who
may attempt to study a similar phenomenon.” (no page numbers given; Field,
2020) These reflections underscore the importance of new initiatives like PR and
RR in overhauling a publishing system riddled with limitations of reporting and
publication bias. They underscore the value of transparency, and the fact that
transparency is made possible, and even attractive, by changes to article report
formats and protocols.

3Whether this benefit is actually reaped by those who preregister as well as by those who submit
RRs has yet to be established – it is possible that acceptance of null results remains challenging for
publications even when they have been subject to PR.
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Journal Clubs, Project Workflow, and Open Education

Open science and the science reform movement has affected the way people prac-
tice research at every level. Kathawalla, Silverstein and Syed (2021) describe a
number of open science practices that I have not yet covered, such as journal
clubs, project workflow, and transparent manuscript writing. Although their arti-
cle is geared toward guiding graduate students through open science, the material
is relevant to anyone interested in adopting transparent, credible, reproducible
and accessible research, they say (p. 2). I will briefly walk you through these
practices too, starting with journal clubs.

Kathawalla and colleagues describe journal clubbing as an easy way to do
open science. Journal clubs are meetings that occur regularly, and involve a group
of people discussing an article that has been selected and read by the group before
the meeting. They vary in how formal they are and are aimed at increasing
familiarity of the group with a particular topic and literature body. In this case, of
course, that topic is open science and its related topics (metascience, philosophy
of science, etc). They are straightforward to start up (Kathawalla and colleagues
suggest that all you need to initiate a club is one other person who is interested in
participating with you), or attend, when one in your sphere already exists. They
can also provide a support network and open up opportunities for collaboration
with like-minded others.

On the bureaucratic, infrastructural side of open science, are practices relating
to reforming and opening up one’s project workflow – another open science prac-
tice judged to be easy by Kathawalla, Silverstein and Syed (2021). Project work-
flow, they write, describes how one organizes projects and moves through the
stages of the research process, and involves one’s approach to file management
and storage and version control. Committing to a clear and dedicated project
workflow system facilitates reproducibility and collaborations, can help minimize
mistakes and will help ‘future you’ with organization, they say. Opening your
project to others with whom you are working can be a good motivator to work in
a more organized fashion, and to be completely transparent about your research
process, even if it is not publicly open. The authors share several ideas for plat-
forms and systems to assist with project workflow, including setting up a project
on OSF.

Finally, Kathawalla, Silverstein and Syed (2021) provide guidance on trans-
parent writing, a practice which is quite self-explanatory if not necessarily easy
to execute well. Transparent writing involves being open about all aspects of the
research process, to as much a degre as possible given the constraints of journal
requirements. Kathawalla and colleagues emphasize the need to justify decisions
you have made in the execution of the research, including, for instance, your stop-
ping rule, if you are using a frequentist statistical framework, and why you have
made certain analysis choices.4 Kathawalla et al., state that transparent writing

4A stopping rule is an arbitrarily chosen point at which one stops data collection. Not selecting
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can provide others with a good sense of what was done, and helps them “calibrate
the implications of the findings”. (p. 7) They suggest it will help hasten the peer
review process, because it will decrease the likelihood that reviewers will have to
ask for additional information. An additional benefit to transparent writing is that
if can facilitate replication attempts (in the case of empirical and computational
research studies) because the method is easier to follow, in comparison with ar-
ticles written in a more opaque manner. As with project workflow, the authors
include helpful recommendations on how to improve your writing, including an
article from Gernsbacher (2018), which guides readers through a writing process
current and consistent with open science practice.

The Psychological Science Accelerator is an example of a kind of initiative
which employs large numbers of individuals and lab groups to achieve impressive
and otherwise impossible open science goals. Its website describes it as “. . . a
globally distributed network of psychological science laboratories (currently over
500), with over 1400 members representing 71 countries on all six populated
continents, that coordinates data collection for democratically selected studies.”
It is a global network of laboratories, which work together to generate reliable
and reproducible psychological research.

Other initiatives tackle open science from the perspective of educating re-
searchers, and facilitating their adoption of open science practices (and see also
Kathawalla et al., 2021). A key example of this is FORRT – the Framework for
Open and Reproducible Research Training. FORRT’s website (https://forrt
.org) states that the organization’s goal is to provide an educational infrastruc-
ture to support the teaching and mentoring of open science philosophies and
principles. It approaches this goal with an evolving, and community-driven or-
ganization, which works to raise awareness of the pedagogical implications of
open science and the associated challenges. The organization actively supports
sharing of teaching and mentoring materials, which in turn can facilitate access,
discovery, and learning to those with reduced access to such resources. FORRT
was established at the 2018 SIPS conference at a hackathon focused on teaching
reproducible and open science. It is supported by the UKRN, the Center for Open
Science, the Psychological Science Accelerator and the journal Meta-Psychology.

The Declaration on Research Assessment (DORA) was established in 2013,
and is aimed at abolishing the use of the journal Impact Factor (IF) as a means
of evaluating research and researchers’ output. The vision, broadly, is to advance
practical and robust approaches to research assessment globally and across all
scholarly disciplines. It aims to raise awareness about new tools and systems

a stopping rule until you have seen the data strays into the territory of a QRP, because the p-
value is highly sensitive to sample size, and can be easily manipulated to significance simply by
collecting ‘just a bit more data’. Berger and Wolpert (1988) describe the Stopping Rule Principle,
which holds that statistical conclusions should be independent of when we decide to stop collecting
data. Wagenmakers, Gronau and Vandekerckhove (2019) provide an illuminating discussion about
stopping rules in a preprint
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in research assessment, and encourage the use of metrics that promote trans-
parent and consistent decision-making. It seeks to help develop new policies
and practices for funding, promotion and hiring decisions by institutions, and
to push for research assessment reform. Finally, DORA’s signatories aim to im-
prove equity by calling for representation of researchers in the setup of research
evaluation approaches which address the structural inequalities which exist in
academia. According to the website (https://sfdora.org), DORA approaches
these goals practically: Through community engagement, resource curation and
development, partnership with other organisations, provision of advice to institu-
tions and funders, and convention with a variety of stakeholders. DORA’s website
reports that, as of the beginning of 2021, more than 2,200 institutions and over
17,000 individuals worldwide had signed the declaration. Springer Nature signed
the DORA 2021, and is the largest publisher to have done so, to date.

Adopting Open Science

Despite numerous potential benefits to adopting the open science practices out-
lined in this chapter, most articles report that the adoption of open science on a
wide scale has been somewhat slow. On their website (https://www.startyourosc
.com), the International Network of Open Science and Scholarship Communities
(INOSC) states that open science is “not yet the norm”. Armeni and colleagues
(2021) “actual adoption lags behind on the widely shared vision” of open science
(p. 610). Other literature suggests a variety of potential barriers for open science
adoption. For instance, Allen and Mehler (2019) discuss three challenges: restric-
tions on flexibility in the research process, time cost and incentives not being in
place to facilitate open science practice uptake. The argument that open science
places some restrictions on flexibility in the research process is not a new one.
When preregistration and the registered report format began gaining momen-
tum, for instance, Sophie Scott writing for the Times Higher Education announced
that “preregistration would put science in chains”. (2013)

With PR and RR ‘fixing’ parts of the research process like timelines and hy-
potheses,5 they put limits on the continuous learning process that the scientific
process represents for the researcher and may discourage some researchers from
adopting some open science practices (Scott, 2013). Allen and Mehler (2019)
echo these concerns, and discuss that the benefits of PR and RR are difficult to
weigh against the time costs, especially for early career researchers (ECRs). Pub-
lishing mechanisms like RR and the work and organization involved with making
aspects of the research process open swallow up time that, for example, grad-
uate students might not have, they say. Finally, Allen and Mehler express the
concern that the benefits of using open science incentives don’t outweigh the loss

5I.e., by making these elements such that they cannot later be altered, except by noting them
as deviations to what was preregistered and setting them apart from the confirmatory hypotheses
and findings in the written report.
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of productivity and flexibility, because there are not many incentive structures in
place to reward the use of open science practices, but ultimately argue that ECRs
are likely to benefit in the long run from adopting open science practices. The
standards of open science in academia are still developing, and it will take some
time before open science practitioners have the support needed to fully commit
to open science without a potential loss of competitive edge against peers.

Gagliardi, Cox and Li’s (2015) article on institutional inertia and open science
describes operational and institutional barriers to peoples’ engagement with open
science practices. They mention four operational barriers, which concern 1) the
difficulty involved with assessing the quality and impact of research results when
disseminated as preprints (or other forms than peer-reviewed articles), 2) the
time taken by researchers in contributing to open science initiatives, 3) the diffi-
culty faced by individuals when they engage the public in research in terms of the
resources and platforms such a venture would require, and 4) that researchers
may lack the skills to engage in some open science tools which are necessary to
contribute to some open science practices.

Gagliardi and colleagues’ findings indicate that the main operational barrier is
the first – assessing the quality and impact of articles which don’t conform to the
traditional peer-reviewed article (2015). They found that concerns over lacking
skills to contribute to open science was second most important to participants,
followed by the concern over lack of time to participate in open science. The
institutional barriers they identified are 1) lack of funding to engage in open sci-
ence initiatives, and 2) inertia (which they associate with the traditional approach
to scientific practice) which hinders the uptake of open science by not providing
incentives to researchers to share their findings). According to Gagliardi and col-
leagues, the latter institutional barrier is the primary one faced by researchers.
They also report that both discipline and age/career stage affect potential adop-
tion of open science. Older researchers were more reluctant to adopt certain open
science practices, like sharing aspects of the research process before publication,
compared with younger counterparts. They report that researchers in the natural
sciences and engineering and technology are more likely to share findings com-
pared with researchers in other disciplines (though the sample sizes vary quite a
bit across the disciplines that were surveyed; e.g., N = 34 for the natural sciences,
compared with N = 4 for the agricultural sciences).

Armeni and colleagues (2021) share a different potential set of challenges
to the wide-scale adoption of open science. They discuss the issue of reaching
a critical mass of researchers to achieve broad cultural change. They contend
that bottom-up open science communities (thanks to their peer-based nature and
format) have the greatest potential leverage to reach a critical mass, as they pro-
vide researchers themselves with a voice. They also talk about perceived costs
of change for the academic community. They note different sources of resistance
among researchers. For instance, ECRs may experience hesitation from super-
visors and collaborators who prefer older systems, and better-established closed
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workflows. Researchers might be afraid of others scrutinising their research, and
fear getting ‘scooped’. They suggest that this kind of resistance can be especially
difficult to tackle for researchers existing in local environments where open sci-
ence is not the norm. Like Gagliardi, Cox and Li (2015), INOSC share that ap-
proaches to adoption of open science can vary as a function of scientific discipline.
Part of this may be because the (perceived) usefulness of open science practice is
not constant across fields. They give the example that data and materials sharing
is more common in biomedicine than psychology, while OA is more popular in
psychology. Although this diversity has the potential to open up “fruitful avenues
to share best practices across disciplines” (p. 15), it does provide a challenge
when seeking to understand and affect behavior change toward uptake of open
science.

Another possible deterrent to the adoption to open science practices is that
people might find the sheer number of open science practices alarming. Most
academics are already time-poor, and are unlikely to make things even harder for
themselves by wading into the open science morass. One key take-home message
in the conclusion to Kathawalla, Silverstein and Syed’s (2021) article is to ease
yourself into open science practice by engaging in simple and easy changes to
your approach to science to begin with. Robson and colleagues describe “nudg-
ing” – the adoption of “small, easy-to-avoid changes to a person’s decision-making
environment that alter behaviour in a predictable way without forbidding any
options or using economic incentives.” (p. 5; 2021) Their recommendation re-
flects the ‘open science buffet’ analogy, introduced by cognitive scientist Christina
Bergmann (Bergmann, C. [@chbergma], 2019) and elaborated on in a piece by
Whitaker and Guest (2020) which has caught on in the open science commu-
nity. Bergmann cautioned new open science adopters against attempting too
much open science too soon, as it can leave them overwhelmed. In other dis-
cussions about the buffet, on Twitter for instance, people explore the idea further.
Bergmann posted: “So glad the buffet metaphor is catching on, there are so many
solutions out there. Don’t try to stuff yourself on everything, select what works
for this study and let’s steadily improve our fields. . . #openscience”. This was a
tweet in response to another’s post summing up a talk by Nuijten at the Interna-
tional Convention of Psychological Science, where Nuijten discussed a ‘buffet’ of
practices including those relating to transparency,preregistration, multi-lab col-
laborations, and attending the SIPS conference, among other things.

Although the barriers discussed here should be taken seriously by those inter-
ested in motivating others to join the open science movement, one final barrier to
the uptake of open science concerns inclusivity. To illustrate, consider again the
article of Whitaker and Guest (2020). They extend the buffet analogy, bringing
in the idea that diversity and inclusion are foundational to open science. They
don’t mince words: “There is no open science if science is not open to all.” The
authors urge their readers to re-imagine the open science buffet as a pot-luck, a
meal where different open science practitioners bring different skills, approaches,
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questions – dishes – to the table of open science. Members can contribute in the
way in which they’re able, and open science as a community is free from the limi-
tations of homogeneity, and benefit from greater diversity. They advance the point
that the essence of open science is the same as the motivation for conducting re-
search in the first place, that is, to learn from and educate others. Emphasizing
that the open science movement can benefit from a variety of different contribu-
tions may be one route to sparking interest in the movement for many people.
Shifting the culture of the movement such that people genuinely feel welcome
must be the first thing to change, they argue. If people feel as though the doors
of open science are not open to them and their unique contribution, they are
unlikely to be swayed by other more objective attempts at facilitation.

Levin, Leonelli, Weckowska, Castle and Dupré (2016) emphasize the complex-
ity of adopting open and reform practices. They write:

. . . decisions about what to make open, and how and when, can vary
widely depending on a number of factors: the ethos and hierarchical
structure of the research field and community, the varying degrees
of technical difficulty and labor involved in disseminating resources
and results, the existence of useable infrastructures, and the degree
of competitiveness and commercial stakes around the given research
activity. Research methods, processes, settings, and goals are highly
contextual, such that Open Science policies need to remain sensitive
to the diversity of research contexts to which they might, or might
not, apply. (p. 137)

I also consider the words of Robson and colleagues, as they describe the role
that each researcher plays in putting pressure on institutions and big stakeholders
to promote and facilitate open science practices: “. . . Significant improvements
in infrastructure, norms and reward structures are needed before policy change
is even possible or seen as necessary. The behaviours of the various agents in
the scientific community ultimately determine the quality of the research that is
generated and disseminated.” (p. 31; 2021) The onus is on the individuals in the
open science community to drive change, to shift its culture such that it actively
and effectively welcomes newcomers, and demand reform from elements in the
greater research ecosystem such as publishers, funders and universities.

The Rise of a Community

While I aimed for this section on practices to be largely descriptive, it reveals inter-
esting things about the community or communities involved. First, open science
and reform is not just a movement generated by the community, which affects
only them and their close periphery. That governments, independent funders
and policy makers get involved in imposing and enforcing requirements (about,
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for instance, sharing code and data) tells us that open science practices have
gone beyond their origins within the ‘reform’ or ‘open science’ sub-community
of academia.6 They have come full-circle, and have had an impact on a much
larger scale of science. This is significant, because this pervasiveness complicates
the picture for the open and reform group in terms of how they derive individ-
ual as well as a collective identity from these practices, and how they go about
negotiating their joint enterprise.

Second, this section has revealed what open and reform science really is in
practice. All of the tools, primers, tutorials, fora, institutes, agencies and frame-
works that exist (again, I have only started to scratch the surface of what this
already-prolific group has achieved) are artifacts of this community, of these com-
munities. Even the kind of language surrounding many of these artifacts (You can
do open science too! It’s easy, all you have to do is. . . ; Kathawalla et al., 2021) tells
us something about this movement. These things all reify this community’s joint
enterprise, making concrete examples of otherwise abstract values and beliefs
about what is best for a new, reformed science. In giving researchers tools and
language and platforms with which to practice, what open and reform science is
is made tangible and tractable.

6It also indicates that governments and other similar governing bodies have a stake in open
science which opens up the possibility that their interests are not the same as those of researchers.
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Open Science and Reform Online

4.1 The Reform and Open Science Community

One profound outcome of the crisis of confidence is the emergence of a reform
community which began to form as people collaborated to develop ways to re-
solve the crisis.1 This ‘community of critics’ (Derksen, 2019) is subsumed under
the umbrella of the broader scientific community, and represents hope for science
which has emerged off the back of one of its darkest periods. It is not immedi-
ately clear when this community truly began its formation, however its profile
has become somewhat distinct and more prominent in the years following 2011.

Possibly, the main catalyst of the community’s formation is due to the gen-
eration of groups of individuals, which came together to spearhead and then
maintain the initiatives mentioned before. Unsurprisingly, such clusters of like-
minded individuals would eventually establish ties with one another and join up
to form greater groupings with wider boundaries. This collective is supplemented
by what I call ‘content researchers’, who contribute to the movement by choosing
to practice more transparent science, and improve their general research prac-
tices. These are people like social psychologists who watched their discipline
fall under attack in the wake of cases like Stapel’s have risen to the challenge of
changing their modus operandi. They are a varied group of researchers who see
the possible benefits that reforming research can bring to their fields.

This group has formed its own borders and cultures, and established proto-
cols and rules. Some of its members are somewhat aggressive in their attempts
to improve science. They have come to act as the ‘foot-soldiers’ of open sci-
ence (Bartlett, 2018), and often take the role of the watchdogs of the scientific
community’s integrity. Some members even go so far as to call themselves ‘data

1Though, I should flag here that not all the open science communities find their origin in the
crisis of confidence. As I will discuss in Chapter 7, different sub-groups within the broader group
have varied and unique trajectories.
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thugs’ (Marcus & Oransky, 2018). They set out to educate the scientific and lay-
communities about topics relating to scientific transparency and integrity. Other
members of the group simply discuss good science practices and share resources
and tips with one another on how to achieve more transparency and better quality
research output.

The Location of a Community

The central question for me has been how do I go about identifying the members
of this potential community in order to study their culture and structure? Who
is it that I am observing and interviewing during my fieldwork? Community is a
difficult concept to grapple with, as this chapter shows.

When I think of community, I think back to my childhood in semi-rural Australia.
I think of going to the neighbour’s house to ‘borrow’ a cup of sugar, or to use their
swimming pool on days when the dry, brown grass and packed, scorched dirt were
too hot to walk on with bare feet. I think of how we never locked the front door
at night, or when we left the house to go to the non-denominational congregational
church down the road. I remember sitting on the front gate with my best friend who
lived a few streets away, eating huge wedges of watermelon that tasted like the sun.
My dad knew the owner of the local chip shop, and the publicans of the many pubs
that dotted our small semi-rural coal-mining town, and the random person walking
down the street at any given time. We seemed to know everyone else’s business,
maybe even before they did. Family-owned businesses were actually still owned by
the original families; my favourite meat-pie shop had been using the same secret
recipe for their steak pies as they had for the last hundred years. I left that small
town 16 years ago, to study as an undergraduate in the ‘big smoke’ as my mum used
to call it, and nowhere else I have lived since has had that sense of community. [This
excerpt is a reflection taken from my field notes.]

But community doesn’t have to be tied to a location, as mine was for me more
than two decades ago. At least, not anymore. Certainly not since the invention
of the internet, and from it, the development of social media platforms (Lovejoy
& Saxton, 2012). Hillery (1955) described a total of 94 different definitions of
the notion ‘community’, settling on one that involved social ties and geography
as key components. Newer definitions that account for McLuhan’s global village
drop the geographical element, and instead describe community as groups of
people who share a common identity and character, and are located such that
communication is possible (Ramsey, Annis, & Everitt, 2002). Indeed, co-location
can be a resource (Beaulieu, 2010), but it is neither sufficient nor required for
community formation. Certainly, it does not guarantee availability of interaction
with others (Goffman, 1978). Clifton (1999) adds the element of trust to what
makes community – it cannot easily develop when people don’t trust one another.
Wenger’s (2000) definition emphasizes the ‘joint enterprise’, the establishment of
mutual relationships through interaction, and a shared repertoire of resources.
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Community Online

Although it can be useful to define community, especially in newer literature
where online communities are more and more frequently the subject of research,
Bruckman observes that “much ink has been spilled trying to work out which
online communities are really communities” (p. 463; 2005). She suggests that
developing definitions for online communities might not be useful, and takes a
somewhat nominalist view of online community delineation. She advocates for
embracing the concept of community as one with fuzzy boundaries, that is more
appropriately defined by its members’ characteristics. That is, to her, an online
community does not have an essence that defines it per se, rather it is simply a
collection of individuals and attributes. Rheingold didn’t see defining online com-
munity as so problematic, though he does provide a similar description of online
communities as “social aggregations” that emerge when enough people engage in
public discourse for long enough, and with enough “human feeling” that personal
relationships form in cyberspace (p. 6-7; Rheingold, 1993). Akar and Mardikyan
(2018) lay out a set of discrete characteristics in their description of online com-
munity. They say that online communities need adequate numbers of members
actively communicating with other members. Community members should share
a mutual interest in interacting with one another, and their discussions should be
conducted with respect to a code of conduct; rules and practices for engagement.
Akar and Mardikyan write that participation is the “fundamental mechanism of
online communities” (p. 1), and assert that members need to feel a sense of be-
longing in the community. All of this implies to me, that although defining online
communities

Virtual platforms, where users can “affiliate with a co-present, impermanent
community, by bonding around evolving topics of interest” (p. 791; Zappavigna,
2011), often facilitate flourishing communities, which can be described in terms
like those above, and which are bound together by interests shared by people.

Social research sheds light on two fundamental dimensions of society: culture
and structure (Gleave, Welser, Lento, & Smith, 2009). Culture refers to the social
behavior, norms and customs of a particular group of people; structure refers
to patterns in ties between the group members. Twitter provides an excellent
opportunity to study both of these elements of the open and reform group as
represented on Twitter.

4.2 Twitter – A Location for the Online Reform
Community

Twitter, a ‘micro-blogging’ social networking service, is one of the most visited
websites since 2013, having grown greatly in popularity since it was founded in
2006 (The Editors of Encyclopaedia Britannica, 2022). The site handles a huge
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amount of user-related data. On average, approximately 6,000 tweets are posted
per second; 500 million per day. Now, 330 million people use Twitter monthly,
with over half of these people logging in on a daily basis. Over 70% of Twitter
users use the platform for daily news, and 85% of small to medium-sized business
use it to provide fast-response customer services (Wojcik & Hughes, 2019). In
the fourth quarter in 2019, the site was worth just under 25 billion US dollars
(Statista Research Department, 2022). On Twitter, users interact and post using
‘tweets’, tiny snippets of text. These are used by posters to share information,
or to respond to the information others share. The site allows the use of up
to 280 characters per tweet. It takes less than a week for the site’s users to
post a billion Tweets (Statista Research Department, 2022). Founder Jack Dorsey
captures the concept at the core of Twitter as he explains its name: “. . . we came
across the word ‘twitter’, and it was just perfect. The definition was ’a short burst
of inconsequential information, and ‘chirps from birds’. And that’s exactly what
the product was.” (Sarno, 2009)

In addition to being a repository for a huge archive of tweets, Twitter also
holds demographic and geographical data on its active users. Other data Twitter
handles, as a core functionality, is information about social ties. While it was not
initially intended as a social networking site (the purpose was more aimed at in-
formation exchange), Johnson and Yang found that one of its primary functions
is a social media service (i.e., an online platform aimed at helping users create
relationships with other people who share an interest, cause, or in-person rela-
tionship), as it facilitates ‘meeting’ of users who share common interests (2009),
and provides ways of easily maintaining the ties established (e.g., by using the
‘direct messaging’ service to privately communicate with others, or by ‘tagging’
other users in Tweets). Each Twitter user can use the site’s inbuilt search engine
to find like others, or follow suggestions made by Twitter’s so-called ‘Who to Fol-
low’ algorithm-driven recommendation service. Users can ‘follow’ users which
interest them, and be followed in turn, if the interest is reciprocated. Myers and
colleagues suggest that such networks are most appropriately named “interest
graphs” (as opposed to the perhaps too-simplistic moniker ‘social graphs’) given
that they show patterns of ties which are born of interest-driven following behav-
ior (2014).

Members of the open science and reform community on Twitter follow each
other based on interests and shared background, with the addition of the broader
academic context. They use it as a social medium and an information/news
medium. They share information on initiatives, new articles and news, provide
support, to facilitate networking and scientific collaboration, for educational rea-
sons, and to develop social capital. They also use Twitter to gossip, chatting about
politics, and to exchange recipes and photos of things they have cooked, and to
share pictures and videos of pets, home improvements and holidays.

The ‘following behavior’ of open science advocates and reformers can be cap-
tured in network objects and can be used to look at ‘raw’ community structure,
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rather than to describe content-related links between agents (which tweet/retweet
content analyses might be used for). Specifically, the ‘follow graph’ (Myers et al.,
2014), an intuitive way of describing and understanding social capital through
Twitter relationships, features heavily in this work. The network data collected
as part of this work will be explored and described in Chapter 8.

Twitter’s Role in Community Building

Twitter communication can take different forms, and so can facilitate building
a community in different ways. At its most basic level of functionality, Twitter
gives the possibility of posting (tweeting, retweeting and hashtags).2 Tweeting is
simple: one composes a short written text (using up to 280 characters), and pub-
lishes it. This simple mode of communication is used for different purposes. Java,
Song, Finin and Tseng (2007) define four categories of ‘user intentions’ with re-
spect to posting: daily chatter, conversations (threads), sharing information and
reporting news. Naaman, Boase and Lai (2010) split Twitter communications
into categories based on tweet content. These categories include self-promotion,
opinions/complaints, statements/random thoughts, questions directed at follow-
ers, and presence maintenance. Retweeting, considered to be a reliable indicator
of both popularity and impact of tweets, is where a user re-posts the content of
another user’s tweet (along with the tweet and the user’s metadata). They make
up more than a quarter of all tweets, and have the effect of easily, quickly and
substantially amplifying a message. A hashtag is a word or phrase logically as-
sociated with a certain event or concept. Hashtags are searchable through both
Google and the native Twitter search engine, and help categorize Twitter content.

Although not originally intended as a community-building site, Twitter has
come to host different groups of people such as those who advocate for open
science philosophies and practices. Communication between open and reform
science community members (as with members of the greater academic Twit-
ter community) is like that of any other group on Twitter, and mostly conforms
to the categories laid out in the articles of Java, and Naaman and colleagues
(2007; 2010). It can be informative, with members sharing information about
things such as new publications, grants and awards received and new initiatives.
Notice-board style memos such as those advertising academic positions, and re-
quests for advice on certain topics (like statistics or methodology) are also com-
mon. Users also share personal information, such as their progress with baking
sourdough bread, when they welcome children and new pets to their families,
and frustrations about working hours, sickness, or unfair treatment by colleagues
or students. As with a physical community of people, members sharing informa-
tion about themselves with other members strengthens ties. Twitter also provides

2Following, another basic functionality of Twitter, can also be considered a communication tool.
Tie formation is related to network structure rather than communication per se, however, and so I
will leave discussing it in detail until Chapter 8.
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a platform for real-time discussions about random minutiae. This often seem-
ingly pointless chatter (which Jakobson called ‘phatic communication’; Jakobson
& Sebeok, 1960) helps generate a sense of proximity and familiarity, from which
community can be built (Stephansen & Couldry, 2014).

Twitter is also used by the open and reform science community to commu-
nicate about larger issues in society which affect them personally in some way.
During the period of time I was conducting the virtual ethnographic work this
thesis presents, several important events happened which affected many of the
open and reform science community’s members directly. First, the coronavirus
outbreak, which began over the transition between the years 2019 and 2020, has
irrevocably changed the world for everyone, which of course includes all of the
open and reform science community. Since then, many events (many taking place
in the United States, but visible to the rest of the world) have impacted much of
the open and reform science community, especially as many of them reside in
the USA. For instance, a number of highly controversial cases of police killing
people of color in America took place between 2019 and 2021. The presidential
elections in the USA which saw Donald Trump get elected, for a term, then lose
the presidency to Joe Biden in 2020 were also highly impactful on the open and
reform science community, as was the war between Ukraine and Russia which
began with Russia invading Ukraine in February 2022. Trans and sexism issues
played a recurring role in affecting many of the group’s members too.

Twitter also indirectly facilitates organization, networking and communica-
tion around conferences, which in turn encourages longer-term community de-
velopment and maintenance. Before conferences, for instance, users can start
hashtags to drum up interest in attendance, hype up existing delegates or to or-
ganize social events around the conference. They can also be used to set up ‘early
adopters’ (Reinhardt, Ebner, Beham, & Costa, 2009). They can be used to make
announcements related to conference programs and registration, help attendees
organize travel and accommodation, and set up pre-conference programs. The
hashtag #SIPS2018 was used in relation to the 2018 SIPS conference in Grand
Rapids, Michigan, USA. A prominent open and reform science community mem-
ber, Brian Nosek (@BrianNosek), tweeted: “If you care about research integrity,
open science, and reproducibility, then follow #SIPS2018 for the next few days.
You won’t regret it. And, next year, whatever your field, you might decide to go to
the conference in Rotterdam in July: http://improvingpsych.org” (2018) on the
day before the conference began. This tweet clearly broadcasts the values of the
group attending SIPS, draws like-minded others to the content on Twitter, likely
expanding the community.

Although it would have been too late for anyone not already registered to
still attend SIPS, the tweet stirs interest for the next SIPS conference and creates
FOMO (fear of missing out) for future delegates. One attendee of SIPS 2018
describes even feeling FOMO themselves over people posting about already being
in Grand Rapids (the conference venue) in advance of the conference, despite the
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fact that they themselves would be attending the conference later in the week.
During SIPS, the conference dinner was advertised on Twitter using the hashtag,
and people used it as a way to meet new people in the open and reform science
community.

Other uses for the conference hashtag are to encourage people to post con-
tent of talks and sessions in real time, as they happened. Some even used the
hashtag to ask questions raised in the talks. The role of hashtags on Twitter plays
during a conferences centers around increasing discussion and information ex-
change. After the conference, the nature of the conference hashtag’s use evolves
again, to thanking people (organizers thanking delegates or other organizers, and
delegates thanking colleagues and organizers), reflecting on the experience, and
in the specific case of the organizers of the conference,3 gathering feedback for
future conferences (Fried, 2018).

The use of conference hashtags is useful for open and reform science commu-
nity members for logistical and practical reasons, but their use also has a strong
role in cultivating a feeling of community and belonging. Using hashtags to evoke
FOMO in non-attending community members and using them to network with
present community members has much to do with creating and reinforcing a
sense of in-group in the community. Hashtag use can also reinforce the commu-
nity’s boundaries in a negative way. OS practitioners who have had toxic dealings
with members of the in-group are likely to feel even more part of the out-group
when they see people they follow using in-group related hashtags and engage in
in-group specific discussions.

3Eiko Fried, an open and reform science community member, whose first SIPS conference was
the one in 2018, extended the reflections he made to a blog post titled SIPS18 collected resources,
and reflections of a SIPS virgin.
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4.3 Guiding Questions and Research Aims

Broadly, the research I present in this thesis seeks to examine the open science
and reform community which has emerged from the 21st century crisis of confi-
dence in science. A rich understanding of this community and how it approaches
and achieves its goals has yet to be reached, and I aim to contribute to this un-
derstanding.

The research I present in this dissertation was guided by the following ques-
tions:

• Ethnography

– What are the characteristics of members of this community?

– What do they prioritize in the pursuit of scientific reform?

– How do they see the issue of membership and identity in the context
of their shared goals?

– How are boundaries established and maintained?

– How are problematic actors handled?

• Network Exploration

– What is the best way to define the community based on its online pres-
ence?

– What is the overall structure of the community?

– Are there detectable sub-groups within the structure?

– How does the reform community use Twitter to achieve its goals?
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Ethnographic Methods

The native researcher chooses not only a project in which she is deeply
situated, whether by geography or simply ‘inside’ experience, but also
one in which she is invested in those factors, as they inform the ‘act’ of
research.

(Kanuha 2000, p. 441)

Ethnography was a natural choice for pursuing my research questions, which
I realised in transitioning from investigating the quantitative predictors of repro-
ducibility, to exploring how a community is defined and structured, and how its
constituents identify themselves, and engage with one another. This chapter de-
scribes my use of observation, conversation, interview and document analysis –
ethnographic methods I used during the process of this project. I explain the pro-
cesses I have followed, and discuss some perspectives on them in the literature
which have been especially formative or salient to me as I have studied the craft of
ethnography. I also review some of the methodological challenges I faced during
this project, and explore my stance and how it has influenced my study. Finally, I
discuss reflexivity in some depth (which involves examining one’s own judgments,
practices, and beliefs during the research process with the aim of identifying bi-
ases that can affect one’s interpretations; Finlay, 2002), as I have employed it as
a means of continually scrutinizing myself in my position as researcher and part
of the community I am researching.

5.1 Demarcating ‘the Field’

I am studying a group of people. We are now in the 21st century, characterised by
Web 2.0 (the ‘social’ web), and the individuals making up this group meet online
as well as in person. This means that I must use a combination of tools to capture
their engagements with one another, and their participation in the collective. The
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older components in my toolbox are those which ethnographers have used since
Herodotus of ancient Greece, and involve methods of physical observation and
interviewing. The newer tools are merely the older ones reimagined for a virtual
application. In this case, the observation is no longer only physical, but conducted
partly in an online environment. This provides a challenge which I explore in this
section.

“Where is ‘the field’?" is one of the most difficult questions I have faced dur-
ing the formulation and reformulation of this project’s aims and methods. This
is difficult, because it is not “self-evident where, how long, or with whom one
should conduct the fieldwork” (p. 167; Scheffer, 2007) in ethnographic research.
This is doubly difficult in the case of ethnographic research that is multi-sited,
including research that is conducted (partly) online because the “ethnographer is
confronted with alternative versions of where/what the field is” (p. 168, ibid),
and must share their attention between different ‘facets’ of the field, integrat-
ing material and experiences from different sources and platforms. I will briefly
explore the layers of complexity I see in this challenge.

The Internet as a Medium, and Reform as a Collective

As Beaulieu points out in her article exploring the challenge of internet-based
ethnography, the discussion about the appropriateness of ethnography for stud-
ies which use the internet as a ‘field’ is not a novel one (2004). She describes
how technologies like the internet have been seen as a barrier to ethnography,
with many arguing that “computer-mediated communication” would not provide
a sufficiently rich substrate for meaningful social interactions to be used as a a
field for ethnographers, in part because of the lack of face-to-face engagement (p.
143, ibid). This marks one layer of complexity.

Another layer of complexity concerns the would-be reform group itself. Tra-
ditional cultural anthropology tends to deal with a cohesive, and clearly formed
collective in a single physical location. In contrast, sociological ethnography in-
volving complex groups of people (which describes the research this dissertation
showcases) often deals with the study of ‘fuzzy fields’ (Nadai & Maeder, 2005).
That is, “fields without clear boundaries with regard to many dimensions” (p. 4,
ibid).

Some characteristics of the community I have studied make the issue of field
delineation an especially salient one. For one thing, reform, open science and
metascience represent an inherently reflexive research area; one in which a per-
son can simultaneously be the researcher and the researched. For another thing,
this group of people is spread across the world, meaning that even if I did not
conduct online research at all in the pursuit of studying this group, it would have
been hard to know where to focus my time and attention during the fieldwork.

In other words, for me, determining what constitutes ‘the field’ has not been
straightforward. Multi-sited ethnography presents researchers with methodolog-
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ical and practical challenges which must be overcome to produce valid findings
(Nadai & Maeder, 2005). That being said, I have places at which to begin. As I
said earlier, the platform of Twitter provides a wealth of research material for my
use in the context of this project.

Twitter: One Platform for Virtual Ethnography?

Twitter allows for possibilities that have not been available to earlier metascien-
tists,1 or science reformers. For instance, the platform allows for the establish-
ment of a network which transcends grouping by location. Although research
groups across the globe have met at conferences and symposia for generations,
there has always been a strong sense of co-location which grounds the identity of
the groups, and allows them to identify and refer to those in other groups. Often,
it is the case that one research group might refer to another by their location (e.g.,
members of our own metascience group in Groningen, sometimes refer to the
metascience group at Tilburg University as ‘the Tilburg group’). The distinctions
between labs or research groups are temporarily blurred during (inter)national
meetings like conferences and workshops, however they fall predictably back into
place once the delegates return to their respective homelands after the conclusion
of the meeting. The Twitter platform allows the metascience network to transcend
the limitations of co-location – actors may engage easily in inter-lab discussion
and debate and share ideas and results of projects freely in an easily-accessible
public forum.

Twitter also allows for the possibility of a specific kind of ethnography – not
the original kind in which the researcher positions themselves physically within
a group, and makes observations of in-person interactions – but another, con-
temporary kind, in which a researcher positions themselves virtually within the
group. This possibility challenges traditional assumptions about co-location, as
Beaulieu (2010) discusses, and allows for the researcher to consider new av-
enues for the study of a community that do not involve a rigidly defined physical
location, such as a lab. Beaulieu calls this concept ‘co-presence’, and juxtaposes it
with co-location. Co-presence in the absence of co-location, that is, being present
without being physically among a group of others, is an important concept for
those interested in conducting ethnographic research on an online community.

Co-Presence and Co-Location

A focus on co-presence, according to Beaulieu (2010), “. . . highlights the central-
ity of shared meaning achieved in and through interaction.” (p. 5) Switching

1I refer here to anyone who has studied or written about their field itself, rather than about
that field’s content: those who wrote on the crisis of confidence in the 1970’s, for instance. The
word ‘metascience’ was not in use then to describe researchers of this ilk, however.
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from a need for co-location requires one to reconsider what other elements of in-
teractions can take the foreground in observation and analysis. One must observe
interactions, and learn a new set of linguistic and communication rules. One is
required to reestablish what cues are salient for analytic purposes, and which
might be ignored. There are more than a few differences between in-person and
online interactions, thus this is no easy task. As an example, consider turn-taking.
In a physical group setting – a group of people conversing at a birthday party,
for instance – there is a certain etiquette to be observed when one communicates
with the rest of the group when it comes to who speaks when.

We learn to take turns in conversation with others at our mother’s knee –
small children frequently interrupt the speech of others, and, with the guidance
of adults, usually learn the rules of turn-taking in time. An ethnographer studying
a group of adults closely as they converse may consider breach of these rules by
the participants salient. In person, if many adults in a group were talking at the
same time, the resulting cacophony would render meaningful communication
almost impossible2. If just one adult individual were talking out of turn, it would
also be strange, but for different reasons.

Such turn-taking rules are somewhat moot in the case of Twitter. This is
largely because interactions between actors do not need to (and often do and
cannot) take place in real time. These kinds of interactions – what Beaulieu
(2010) calls ‘time-shifted interactions’ – are a feature of ‘conversations’ on Twit-
ter. A person located in Europe often cannot realistically converse with someone
in Australia due to different time-zones, unless at least one person is awake at an
unusual time and online. Others can also weigh in on the conversation without
having to wait for other people to post on a thread – in fact, in a busy thread, it
is often the case that many people are posting comments and responses to one
another simultaneously. If one of the participants has not adequately learned
turn-taking etiquette, it is unlikely that this social deficiency would be immedi-
ately obvious from a Twitter thread.3

Meeting the Challenge of Internet Ethnography

So, the ethnographer intending to use Twitter as ‘the field’, must learn to be-
come sensitive to a whole new set of features. Beaulieu refers to a ‘reinvention
of ethnography’ in its encounter with the novel object of the internet; of adap-
tation and the shaping of aspects of knowledge production to accommodate the
new contexts presented by internet platforms (p. 142; 2004). Another challenge
associated with virtual ethnography concerns how the researcher can achieve co-

2Of course, I am referring to a small group with this example. In a very large party, naturally
many people are talking at once, and the group to be observed would instead be dyads or triads
between members of the larger group.

3Such an individual might make other, more obvious social faux-pas on Twitter, which may be
salient to observers, however.
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presence. Beaulieu (2010) discusses her use of a mailing list during fieldwork as
a means of achieving co-presence.

She makes her own posts on the mailing list a way to connect with academics
in her chosen field of study. She also used the mailing list as a means of data
collection, and describes what seems to be an interesting reflexive situation where
her data source is also her interface with the field; her way to be there without
being there. She also achieved co-presence through her online presence outside
of the mailing group, and kept her identity transparent and consistent in all of
her online activities, including her academic writing. While an ethnographer
researching a physically organized group would achieve physical closeness, and
relatability as another academic in the field (rather than being a distant, foreign
entity), and maintain a consistent physical appearance, so too can the virtual
ethnographer connect actively to their chosen online community, and maintain a
consistent online presence.

Pink (2016) discusses a method of ethnographer John Postill, who at one
time worked with a community he called ‘freedom technologists’. He wrote up
his field notes and blogged during the ethnography process, corresponding with
his subjects throughout. His approach might be seen as a hyper-involved way of
achieving co-presence; a participatory ethnography which sees the ethnographer
collaborating with the target community. This approach opens new avenues for
engaging participants and others in the research process.

I have used my online presence as a way of ‘outing’ myself (Finlay, 2002);
of revealing my work and my role as an ethnographer online, and to achieve my
own kind of co-presence. As I discuss in Section 5.4, I used my Twitter biography
as a way of signposting my work, and to let would-be participants know that I was
using my presence on Twitter as a research tool. I also used tweets and polls in a
way to actively, publicly broadcast this information. For instance, in poll I posted
in April 2021 concerning my quotation of people’s tweets in my thesis, I drew
people’s attention to my use of Twitter data (see Figure 5.1). In engaging with
potential research participants in this way, I was able to maintain my presence
online, and in a sense collaborate with the reform group in determining how I
could most ethically use their data.

Beaulieu (2010) emphasizes that the virtual ethnographer must be aware of
the framing of her research and her online presence in the digital environment,
and the effect this framing may have on the community under observation. Pink
highlights the need for reflexivity, and maintaining a conscious handle on how
we produce knowledge in the digital environment, and what the status and im-
pact of that knowledge might be, academically or otherwise. In virtual ethnog-
raphy, and especially in the case of using the highly involved and collaborative
approach mentioned before, the ethnographer’s awareness and reflexivity is not
only paramount to the success of the project, but to respecting the community
under observation. I discuss reflexivity and my stance shortly.
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Figure 5.1: Screencapture of a poll I posted on Twitter on April 16, 2021, request-
ing opinions about how people would like their tweet data to be used.

5.2 Fieldwork

Fieldwork, writes Hastrup (1992), is situated somewhere “between autoethnog-
raphy and anthropology”, and plays the role of connecting an “important social
experience with a general field of knowledge” (p. 116). It is an attempt, she says,
to systematically collect information about the world of other people, though in
my case, I used my fieldwork to acquire knowledge about a world of which I
am a part. Though not unique, of course, it is rare enough for the ethnographer
to study their own community. It brings with it complications and benefits, and
demands much of my methodology. It is for this reason that this section is long
and detailed. In my opinion, it is not sufficient for me to simply briefly describe
my methods and move directly on to the findings, as I have read in other writ-
ten reports of ethnographic studies. While I do not wish to burden readers with
a stream-of-consciousness or blow-by-blow account of my activities and motiva-
tions, in this part of the dissertation, I am transparent and explicit about what I
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have done and why, and about challenges that have arisen during my practice.

Observation

Inevitably, entering any setting begins with observation. Even when we board a
train, enter a lecture hall, or a shopping center, we observe. We smell the coffee
another passenger has brought into the train compartment with them, or hear the
buzz of students talking with one another. We can feel as our skin prickles with
goosebumps as we leave a warm summer day for the air-conditioned interior
of a supermarket. Even if it is only superficially, or unintentional, we observe.
Observation is natural, and yet I found that I had to train myself to do it properly.
In the context of active observation it can be exhausting. For me that was certainly
true. Perhaps, at least partly, because it involves constantly drawing from all the
senses, as well as remembering to commit many things to memory. It seems to me
that the word ‘observation’ is something of a misnomer, because observation often
implies only the use of the eyes. Erlandson, Harris, Skipper, and Allen (1993)
give an apt explanation of observation. Observation is somewhat like a written
photograph, they say, whose details are constructed from all of information in a
setting available to the senses. This strikes me as being a good description, except
for one thing – while a photograph is an image recorded for you with a device,
observation requires that you record all aspects of the ‘photograph’ yourself with
your own ‘equipment’ (though, certainly, other devices such as an iPad can be
used in the process). Importantly, for instance, someone conducting participant
observation will need to remember environmental details, snippets of discussion
during informal interviewing, who speaks to whom (and what verbal and non-
verbal communication during that interaction takes place).

This recording process is easier when you are in a setting where you can
naturally take notes (for example, during a conference session where other people
are taking notes on the content of the talk, or, more likely, catching up on email),
as opposed to in the context of networking or socializing with colleagues in a hotel
lobby or bar, when sitting there with a laptop, typing furiously will look out of
place or be next to impossible. Luckily, in comparison with most ethnographers,
I have not had to juggle the practice of observation with building a rapport with
the community I am studying: I am already known by many members to be part
of the community and actively take part in events and discussions with them. In
fact, Schensul, Schensul, and LeCompte (1999) discuss using observation as a
means of establishing relationships and ‘becoming known’. In my case, I have, in
the words of Schensul and colleagues, used observation to: “get the feel for how
things are organized and prioritized, how people interrelate, and what are the
cultural parameters”, and to “to show the researcher what the cultural members
deem to be important in manners, leadership, politics, social interaction, and
taboos” (p. 11), and ultimately to help me pinpoint the best topics to explore in
greater depth with informants.
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Field Notes

I kept field notes throughout the course of the ethnography, developing my modus
operandi as I learnt. According to Hammersley and Atkinson (p. 141; 1995),“the
making of field notes has been part of the invisible oral tradition of craft knowl-
edge, and many who embark on their first project have to find their own way of
doing things.”

Beginning with the first meeting early in 2018 I attended with other young
metascience researchers in Rotterdam, I took notes during periods where that was
appropriate (for instance, during conferences where others had laptops out, or
during workshops where content-related note-taking by others was taking place).
I almost always typed on my laptop, and set the colour of the text in the word
processor to light yellow so that it was difficult for others to read what I was typ-
ing. This was largely because I was sometimes writing observations about people
and their behavior, and felt uncomfortable thinking that some people might take
offense at what I had written. Some researchers argue that it is best to focus on
active observation and record detail later (Fetterman, 2019), others recommend
taking detailed field notes throughout the observation process (Kjerholt, Wagner,
Delmar, Clemensen, & Lindhardt, 2014). I took a hybrid approach, because, as
I explained, sometimes the context made note-taking easy and natural, while at
other times, I did not want to disrupt the organic flow of discussions and social-
izing to take notes. In the latter kinds of cases, I recalled what I could, and took
pictures and made sketches. Once or twice, in cases where I had a good rapport
with a source, and an easy, natural mode of communication (such as Twitter’s
direct messaging app), I revisited conversations I had, and retained those chats
to supplement my memory.

Although my in-person observation and discussion opportunities were a rich
source of material for later analysis, I conducted a great deal of ‘virtual ethnogra-
phy’, using Twitter and other online meetings as my ‘field’. Virtual ethnography
was especially important during the lockdowns of the coronavirus pandemic. The
kind of field notes that I produced during my virtual ethnography were of a dif-
ferent nature to those I collected in in-person contexts. I collected many screen-
shots of interesting tweets and threads, discussed tweets and discussion threads
in direct messages on Twitter, and ‘back-channelled’ with colleagues and friends
during online workshops and conferences.4 I typed copious notes also, to which
the online format was conducive (you can often mute your microphone and turn
off your camera if you wish, and type while listening and observing others rela-
tively easily, especially in larger ‘audiences’ where muting and not sharing video

4Back-channelling in this context refers to the process of having a discussion with someone in
private in parallel to another discussion or event. For instance, during breaks in between speakers
at an online conference, I would instant message with friends discussing the content or other
observations using a private messaging service like WhatsApp, Twitter direct-messaging or the
Microsoft Teams private chat function.

64



5.2. Fieldwork

feed is advantageous and even required at times).
I typed ‘field notes’ most days during my Twitter feed monitoring sessions, but

these were often in the form of short memo-style notes, rather than three or more
pages of description followed by reflections and initial analyses that the more
intense in-person meetings lent themselves to. I often discussed my observations,
notes and personal reflections with my daily supervisor Maarten, who helped
me develop my ideas for analysis of the materials. This helped me to maintain
reflexivity, which, as I discussed previously, was challenging given my participant
observer stance.

Interview and Conversation

During my ethnography, I conducted nine formal interviews. Four of these were
in person, three were virtual (i.e., via an online meeting platform like Zoom or
Google Meets) and two were via email. Due to restrictions of the coronavirus pan-
demic and the fact that many interviewees were based in the US (with awkward
time-zone differences), I gave interviewees the choice of the interview medium.
Each of the in-person and virtual interviews were between forty minutes and an
hour and ten minutes each, and I recorded the audio for these. Additionally, I
conducted semi-formal discussions with some sources in busy settings, which I
recorded with their permission so I could listen back and recall important details.
I transcribed all the audio I obtained in the formal interviews, and the transcrip-
tions (along with the notes I had written during the interviews) were kept for
later analysis.

These interviews were nearly all conducted after I had analysed my observa-
tional material, and I selected the interviewees based on my analyses. I either
requested interviews from people who had been central actors in important ex-
changes on Twitter (or elsewhere), or who had a position that I thought would
be advantageous to helping me with my interpretation in some way. I primarily
conducted interviews and discussions with people to help me interpret and clarify
observations or explain anomalous findings. I asked them about tweets they had
posted which had raised questions for me, or about tweets that had been posted
by others that they might have seen and reacted to. Some ‘incidents’ and debates
on Twitter were ubiquitous and impactful enough that I was able to ask people
about them and get different perspectives on what had transpired, which helped
me triangulate and validate, contextualise or even challenge my own interpreta-
tions.

Two interviews were with people who I knew to be on the periphery of open
science and reform. One such source was a person who had contacted me to
discuss the content of a paper they had drafted on the open science community.
They said they were concerned about getting the paper through review because
of their peripheral position and because the paper was critical of the movement.
They said they felt they were an outsider (partly due to the field they were in, and
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partly because they had felt unwelcome). The interviews, whether in person or
via email were semi-structured, with a set of questions tailored to each different
source. I followed up on some things they said too, and varied the order of
questions depending on how the flow of the discussion unfolded.

I had countless informal discussions with sources too, particularly in the con-
text of in-person fieldwork. As I know many of the participants personally (and
many of those friendships and working relationships predated my ethnographic
work), these discussions were easy and occurred organically. Where appropriate,
I would ask them questions about their own observations and thoughts about
interactions or issues I had noticed myself. As with the formal interviews, the
sources played a valuable role in helping me evaluate the soundness of my own
interpretations, or challenge some of the preconceptions and assumptions I had
made. One such discussion, which took place over the course of three hours dur-
ing a long walk in Berlin with a colleague and good friend, had a big impact on
how I perceived some things in relation to incidents that had occurred in the com-
munity during my study. In cases such as that, I had to maintain an open mind
and reflexive stance, in order to absorb the source’s input and let it influence my
thinking and interpretations.

I asked each source to state whether or not they wanted to be anonymous if
and when I quoted them in my report. Most requested anonymity though three
people were comfortable with attribution. When I quote sources who wished to
be anonymous in Chapter 6, I refer to them by the letter S for Source, and the
order in which they appear in the text (e.g., S1 is the first anonymous source I
quoted in the text). The informants comfortable with attribution are referred to
by name. All formal interview participants signed a consent form.

Interviewing in Ethnography

Before I began my PhD research, I was conducting research focusing on reflexivity
in the academic community and its link to higher quality research. Through that
study (during conducting the interviews themselves, and interpreting the find-
ings), I learned much about how important reflexivity in interviews was. I briefly
review some important considerations of reflexive interviewing in both formal
and informal approaches in this subsection, as they have heavily influenced my
methods throughout the ethnographic process I followed, and the writing of this
report on the research.

Like observation, participant interviewing is a commonly used tool in qualita-
tive research. The approach can be structured or more loose, depending on the
objectives of the researcher. In my work for this thesis, I have employed the semi-
structured interview approach, and have conducted unstructured interviews on
the fly during observation with community members. The latter was most fitting
during my SIPS Rotterdam and Metascience Stanford conference visits. In the
case of the latter, the conference schedule was very rigid (meaning that the time
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of most participants would be valuable), and the duration of my stay was rela-
tively short (I arrived the evening before the conference and left the same hour
the conference ended).

The informal interview approach also allowed me a great deal of freedom
to discuss issues with people as they arose during the conference. Of course,
questions with a semi-structured approach can be modified as needed. By this,
I mean that I am perhaps less likely to miss subtle meanings and interpretation
of participant responses if they are outside of the expectations created by pre-
specified questions (and the expected answers). This advantage is emphasized
by Qu and Dumay (2011), who state that the interviewer can “remain open to
new and unforeseen phenomenon rather than imposing ready-made frameworks
or categories.” Another benefit to informally interviewing participants during the
course of the conference was that I could assimilate into the group and remain
inconspicuous. Although I do not like the feeling that I am in some way deceiving
the group (which I sometimes get), I do think it is important that I blend into
the setting such that people act and speak most naturally. A final consideration
is that the informal approach gives participants more space to speak freely and
give information that is less carefully constructed. In turn, this can give me more
insight into what the participant is really thinking and feeling about a certain
topic (Bolderston, 2012). These kinds of informal, conversational interviews fall
under what Qu and Dumay call the ‘localist’ approach (Qu & Dumay, 2011).
This approach sees the interviewer as “people who are involved in the production
of answers through complex interpersonal interaction”, and the interviewee as
“people who are not reporting external events but producing situated accounts”
(p. 241). The accounts produced by the interaction between interviewer and
informant are situated, and must be interpreted within the relevant social context.

My approach is in opposition to that of the neopositivist, according to Qu and
Dumay (2011) – I am not interested in discovering an objective reality perceived
by participants per se. Though I do see the interview as a means to collect re-
search material, I don’t see participants as truth-tellers or myself as a conduit
through which ‘data’ are presented to an audience. That said, sometimes, a rigid
structure in interviews is beneficial. For instance, some of the interviews I men-
tioned earlier were conducted with informants over Skype or Zoom during work-
ing hours. In such cases, I need to work under time constraints and therefore
have to use the time I have wisely and prioritize asking certain questions and top-
ics of discussion. For other interviews which were conducted via email, I had to
deliver all clear and structured questions to participants in advance so that they
could answer them via a reply email.

The habitus of both interviewer and interviewee should be taken into account,
as our lived experiences, personal attributes and skills and knowledge impact
how we perceive events and occurrences. Participants accounts and opinions are
so embedded in their habitus that objective truth can rarely exist. Interactions
are further complicated by the fact that social capital is deeply dependent on the
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context of a given social setting, at least in the view of Bourdieu (Bourdieu, 2013).
My interpretations of verbal texts are also heavily rooted in my own habitus, such
that I am not able to be a clean conduit for any objective truth if it did exist.

I took notes during each interview and after as many informal interactions as
my schedule permitted, to record my reactions, impressions and thoughts, and re-
ferred back to them when analyzing the findings to ensure that my interpretations
were based on all the information I had.

Interviewing and the Limits of Reflexive Sociology There is much debate as to
the merit of the interview as a communicative event, regardless of the context in
which it is used (Briggs, 1986). Though the interview is fraught with inherent is-
sues which may threaten validity and reliability of results, such as bias, distortion
and expectation, it can be nevertheless used as a valuable vehicle through which
one might understand a given phenomenon. Bourdieu’s piece, Understanding
(1996) provides a unique reflection on the use of the interview as a sociological
research tool. He highlights the limitations of the analysis of his own interview
data, identifying that it is impossible to transcribe interviews into readable di-
alogue without imposing personal interpretations. Though many influences on
Bourdieu may be identified within his writing (Durkheim and Weber are two well-
known examples), Understanding plainly showcases the role of Marx in shaping
Bourdieu’s thinking. Like Marx, Bourdieu saw elements of sociological practise
as an opportunity to implement change in society, in the way a ‘midwife’ assists
birth, as the facilitator and aid to a important and difficult process.

It is through Bourdieu’s insistence on reflexivity in qualitative research that
he offers a betterment of the practice of the social sciences, which can be eas-
ily applied to the context of the ethnographic approach I describe here. Maton
(2003) provides a positive comment on the role of reflexive practice in sociologi-
cal research, finding that it lends itself to richer descriptions of social phenomena,
and reinforces a more ‘practically adequate and. . . secure social science’ (p. 53).
Byoung-Kyo (2010) disagrees, arguing instead that reflexivity may threaten the
reliability of research data, and the artefacts of self-awareness may somehow con-
taminate the information interviews can yield. To make a link to Chapter 3, this
is a key argument of many proponents of replication and reproducibility, that sub-
jectivity and personal bias are the enemy of what should be a ‘clean’ and objective
process (Field & Derksen, 2021).

McRobbie is also critical of Bourdieu’s reflexive approach to interviewing,
questioning the value of the interview in implementing change though reflexivity.
She argues that Bourdieu, in his ‘self-congratulatory’ piece neglects to discuss the
data in the frame of their cultural context. She suggests that Bourdieu is overly
reliant on the ‘decontextualized voices’ of his subjects, and asserts that without
cultural and social contextual anchors, these voices are merely personal opinion
and ‘. . . exist merely as the stated truths of personal experience’ (p. 131; 2002).
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She pushes her critique, arguing that Bourdieu’s ‘voices of pain’ would be bet-
ter legitimised and would provide the insight that Bourdieu claims they do, had
Bourdieu given “. . . a brief glance in the direction of cultural studies” (p. 132),
and learnt from how those scholars explore peoples within their historical and
social contexts.

Despite criticisms like McRobbie’s, Bourdieu’s reflexive use of sociological
practice as explored in Understanding (1996) provides a solid foundation for
the use of reflexive methods in social psychological research. One key reason for
this, in my opinion, is that reflexivity represents a concrete and active research
practice, which can be easily ported between scientific disciplines and used with-
out the need to familiarize oneself with cultural studies. For my own methods
in this research project, this concreteness and portability is valuable. Addition-
ally, both Bourdieu’s Understanding and McRobbie’s critique of it (1996; 2002)
help to explore both the utility and limitations of the interview as a qualitative
methodology, and highlight potential pitfalls for the use of reflexivity in practice.

Documents

Documents and websites can be an invaluable source of information about sub-
communities and community members, because they are artifacts – reifications
of community ideals and ideas for community behavior and activity. Take the
example of codes of conduct of SIPS. I downloaded the code of conduct in 2018
and in 2021. They were different documents, containing different content, which
reflects important changes in what kinds of conduct are tolerated and how be-
haviours are defined. These documents reify the values of the SIPS organization.
I saved copies of codes of conduct for organisations such as SIPS, as well as copies
of the Metascience Symposium’s conference website (again, interesting changes
in the text and how it is emphasised gave me much material for later interpreta-
tion). I saved other relevant websites and documents relating to, among others,
the INOSC organisation (International Network of Open Science and Scholarship
Communities), the Center for Open Science, the Melbourne Open Research Net-
work, and the Open Science Communities (OSCs). Finally, I saved many blog
posts from different members of the group, when they related to topics relevant
to the study.

Research Material Analysis

Every piece of research material that I describe in this chapter, I saved into a
project in ATLAS.ti (a software suite built to support the documentation and
analysis of qualitative research; I used version 22 for Mac OS). I conducted a
qualitative thematic analysis on all of the materials. This process was based on
Mayring’s (2014) steps for inductive category development, which involves the
inductive development of themes from the research material and the revision of
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those categories. I reviewed all of the research material thrice (which took some
time because of the volume of the material – the field notes alone were hundreds
of pages long), recording only analytical memos when something struck me as
particularly salient.

After I felt I was familiar with the material, I began coding. I assigned codes to
small chunks of text, or ‘quotations’ (the unit of analysis for the textual material
was 1-2 sentences usually, which reflects the structure of tweets and small para-
graphs of website text). Sometimes the same section of text was assigned to more
than one code. I went through the material twice (at two different time points)
for the purposes of coding, to ensure that I was as internally consistent as possi-
ble, and at the point of thematic saturation (i.e., where the repeated analysis of
the findings produce no new codes), I established a thematic framework (Attride-
Sterling, 2001). I reviewed each of the transcripts, documents and other materi-
als, as well as the codes twice after initially establishing the thematic framework
to maximize internal consistency (a process I found worked well for me during
a previous qualitative research project). This process yielded 35 salient codes,
which I grouped into 13 major themes. There were several other ‘loose’ codes
which, though they were potentially interesting enough to code, did not fit into
major themes.5

Each of these major themes had several codes assigned (from the pool of 35
I discussed earlier). Some codes within these major themes were salient enough
that I ‘promoted’ them to sub-themes, and linked them to other codes which re-
lated to similar observations. For instance, the sub-theme BAD BEHAVIOR: Repels
potential open science adopters is one of these. I assigned this code to 12 different
quotes within the material, and it was salient in the light of other analyses relat-
ing to the negative effects of ‘bad behavior’, which led me to want to spotlight it
as a salient part of the analysis within the conflict and power theme. This stage in
the analysis – re-visiting the codes and their structure and looking for links, differ-
ences, similarities and explanations across codes, and seeing how they fit within
the broader ‘shape’ of the analysis – is all a part of processing qualitative research
material. The more the material and analysis structure is revised, the better an
overview the analyst has over the material and the patterns contained within.
From this, the analyses will be more rich and complex, which is usually good.
The qualitative research analysis process has been described as iterative to reflect
the repetition of revisiting the material and codes I describe here (Srivastava &
Hopwood, 2009).

5Some codes did not get grouped because they were too specific and were assigned to one-off
examples in the material. For instance, ‘survivorship bias’ was mentioned twice in the material, but
ultimately it did not relate sufficiently strongly to other established codes or come up in enough
parts of the material to warrant being grouped as part of a major theme. I coded it in the initial
stage of the process nonetheless, because at the outset I did not know whether it would contribute
to a pattern of interest or not. This is often the case with inductive coding, and why qualitative
researchers tend to go over codes and revise coding structures more than once.
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During the analysis of my ethnographic materials, I read Wenger’s book, Com-
munities of Practice: Learning, meaning, and identity (1998). In doing so, I real-
ized how well many of the themes I took from the material mapped onto Wenger’s
framework, which I will discuss in the next chapter. From that point on, I used
his framework to interpret my findings, and mapped out many of the themes onto
the concepts Wenger describes in his framework. The most dominant themes in
my analyses are presented in Chapter 7, and many of the themes (or groups of
them) have been named to coincide with elements of the community of practice
framework where appropriate.

After conducting the initial thematic analysis, I grouped themes which focused
on similar issues into what I refer to as major, or dominant themes. I re-assessed
the material relevant to these themes, checking for interesting patterns or anoma-
lies (things I might not expect, for example, which can lead to interesting follow-
up) and verifying that such grouping made sense. In this way, I constructed 13
major themes: community description and identity, participation and reification,
conflict and power, heterogeneity in the community, community boundaries, SIPS
(relating to both the society and the conferences), activism, terminology, funding,
metascience (relating largely to events and topics arising from the symposium se-
ries), Twitter/online presence, Curate Science Leader board, and Code of Conduct
Violation Case.

I have focused on the first five of these themes for two reasons. First, I ex-
plored them in my analyses because they were by far the most dominant and
rich. For instance, although the latter two groups seem interesting, only one or
two sub-themes were assigned to them each, and it felt difficult to adequately
interpret them with so little ‘data’. Compare this to the community boundaries
grouping, which contained 10 sub-themes. Second, I focused on these major
themes because they helped explore my research questions and aims most effec-
tively. Funding is an interesting topic related to my study aims and questions,
however it is not nearly as central as other topics were. Moreover, with this
theme, much of the material I coded for it was based on my own reflections and
supposition (written as part of my field notes), which felt uncomfortably more
like guesswork than an actual, legitimate, source-validated finding (which the
other themes were, in my opinion).

The sections in Chapter 7 reflect the five major themes I describe above, while
sub-sections and paragraph-level headings reflect sub-themes and elements of
interpretation relating to Wenger’s theoretical CoP framework. I provide a more
detailed mapping of the themes and the interpretation early in Chapter 7.6

6Please note that this explanation of my method and the themes derived from it might give
the impression that the thematic analysis process was more structured or formal than in it was
in reality. I have described the process in somewhat formal terms to explain it to people less
familiar with qualitative research methods, but the artistic element involved in my method should
not be understated. As many people do, I used a thematic analysis approach as a way of becoming
familiar with my research materials, and to be able to impart structure to patterns I interpreted in
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5.3 Artifacts, Challenges and Ethics

As with any research process, the ethnographer has to be aware of potential
methodological issues. The concepts of validity and reliability are just as im-
portant in qualitative as in quantitative research, though they are different in
practice (LeCompte & Goetz, 1982). Bias, when it is not brought to the fore and
explored through reflexivity and reflections on positionality can undermine the
validity of an ethnographic study, for instance. Not recognizing and combating
methodological concerns like observer effect (which is observable when a “re-
spondent’s sensitivity or responsiveness to a measure is affected by the process
of observation”; Singleton & Straits, 2010) and habituation (the process whereby
participants become accustomed to the observer’s presence, and which, when
complete, reduces observer effect) can cause research artifacts that interfere with
the reliability of an ethnographer’s conclusions. Ethical considerations, though
not a direct or obvious threat to the quality and authenticity of research findings,
are an equally high priority. People trust that the information they share with
an interviewer will be kept safe and treated with respect, and it is of the utmost
importance that ethnographers do not break this trust.

Habituation and Observer Effect

Van Maanen (2011) says that in a sense, written reports of ethnography “sit be-
tween two worlds or systems of meaning” (p. 4), that is, between the worlds of
the ethnographer themselves, and the world of the participants. For some ethno-
graphers, when they study cultures and peoples that are very different from their
own, the distance between themselves and the object of their study is great. In
contrast, the distance between myself and the reform community does not exist
per se, because I am an active and known part of that community. I think it is
likely that any distance that potentially could open up would be artificial – of
my making (though of course it is conceivable that some in the community had
distanced themselves from me without my knowledge). I tried to generate such a
distance at times throughout the ethnographic activity. Sometimes I would need
to step outside of the role of a reform activist and metascience researcher (i.e.,
where I had to acknowledge my emic view and consciously adopt an etic, or ‘out-
sider’ view) to see an issue or interpretation in a different light, or to become more
open and receptive to a challenge or contrasting view of another person. Some-
times I did it in order to further explore an inconsistency or contradiction, and it

the findings. I have chosen to highlight certain aspects of the patterns that I found important or
meaningful in the context of my experience during my ethnography. Because of this, I don’t discuss
all sub-themes in Chapter 7, nor do all codes in sub-themes feature in the analyses. In some cases
too, there are examples or codes which could reasonably apply to more than one angle of analysis.
Again, the choices I have made in such cases are subjective and have served the interpretation that
I felt best captured my ethnographic material. The inherent subjectivity of this process brings with
it a certain artistry or creativity which, for the sake of transparency, I feel compelled to emphasize.
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was at these times that some of the most interesting tensions and irregularities of
the research material became apparent.

Agar (1982) discusses these inconsistencies or irregularities that the ethno-
grapher picks up on during the course of observation, calling the phenomenon
‘ethnographic breakdown’ (a word which he says he borrows from Heidegger: p.
783, ibid). The ‘disjunction’ between the world of the ethnographer and the world
of the subject (i.e., when the ethnographer does not have a system or framework
in place to make sense of what is being observed; when something does not make
sense, or expectations are not met; p. 783, ibid) is what drives the process of
discovery in ethnography, and what also causes understanding or coherence to
occur. In order to be sensitive to possible disjunctions of this nature, and, in turn,
to achieve coherence, I had to sometimes play the role of the outsider.

That there existed little or no distance between me and the community was
complex in other ways, too. It meant that I had to frequently and, sometimes ag-
gressively, confront my own agenda and feelings on certain issues, and attenuate
some of my responses to what sources told me during interviews and discussions.
Luckily, reflexivity is a focus of mine, and I have been studying and practicing it
for some time. I do not mean to say it was always easy to keep abreast of myself
and my own influences on the research process, simply that reflexivity is a valu-
able tool that I had already been familiar with before I required it for the current
study.

I have been so far describing the challenges of being a participant observer,
but there were great boons to this unique stance that impact upon this study. For
one thing, I did not have to habituate (at least, not to the extent that most other
ethnographers would have to). I did not have any problems integrating with the
community I studied, nor were there any awkward introductions or situations I
had to navigate as a novice or newcomer to the setting. I fit in, and I ‘looked
like’ many of the individuals I wished to observe. I was just another academic
attending a conference, workshop or networking event, with a lanyard around
my neck, and a laptop open in front of me. This made it easy to conduct my
fieldwork without needing to navigate the difficulties of a strange context, and
meant that when an interesting incident or debate took place, I was included
in the gossip. Oftentimes, when I asked a source to share their perspective on
something, it was, on the face of it, a chat between friends or peers.

There was also the benefit of decreasing observer effect, when people know
they are being watched and act differently, or ‘perform’ (Monahan & Fisher, 2010)
for the observer’s benefit. Although I was open and transparent about the research
I was doing, most of my colleagues did not know what kind of research I was
doing. Some did, however. That I was already ‘one of them’ largely decreased
the possibility of me being intrusive or affecting behavior by involving myself in
potentially sensitive discussions. Naturally, those who were aware of my research
might have been acting differently around me, but I did not get the sense that
this was the case. Moreover, even if it did occur, I judge that it would have
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been minimal, given that I observed different sub-groups at varying points and in
different contexts.

One final benefit of being a part of the community I was studying, is that the
differences in status between myself and my sources is minimized (though hardly
diminished, as I discussed above). If anything, due to my junior status, it would
have been that my sources held a higher position or greater power than myself
(rather than the other way around, which is more problematic in this context).
Bourdieu coined the non-physical kind of violence that can arise from power dif-
ferentials between people and groups ‘symbolic violence’. He used this concept
to discuss how inequalities in social class are reproduced (Bourdieu, 1990), how-
ever the concept can be reasonably ported to highlight how inequalities in status
of other kinds in addition to social class (for this factor plays a strong role in
some institutes in academia even today) can affect the development of a healthy
and fruitful relationship between an observer or interviewer, and their subject
(although, in saying this I risk being judged as failing to “appreciate the complex-
ity of Bourdieu’s analysis”; p. 16: Connolly & Healy, 2004). Symbolic violence
can undermine mutuality and a feeling of rapport and trust between an ethno-
grapher and their informants, for instance. It can prevent the establishment of
mutual understanding and co-production of knowledge between the two parties,
which in effect prevents successful ethnography, and can be difficult to resolve.

The potential challenges presented by habituation and observer effect in in-
person fieldwork were less relevant when it came to the virtual fieldwork I con-
ducted. Although I did need to get a feel for the community, to find my way
‘around’ it, I could easily scroll Twitter at any time of day or night, watching
threads unfold in real time as their authors published posts in reply to one another
without needing to engage with anyone, or try to observe without being obtrusive
or conspicuous. During virtual meetings, I could focus on the non-verbal cues of
attendees when they had their cameras on, and watch their responses to speakers
and discussions between panelists. I could watch and analyse chat text during live
conferences, and see who was saying what to whom. In that way, I did not have
to consider how I was presenting myself as is the case with physical fieldwork.

5.4 Feminist Influences, and Myself as Part of the
Process

As I have navigated my way through the research I present in this study, I have
had to make many decisions with regard to how I conduct myself and what I
think. I have had to learn about myself and how I see the world, taking this into
account as I observe my subject, and interpret the data I have co-produced with
the community. As an observer of the community in which I am also a member,
this has been a crucial part of producing valid and high-quality research. I have
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been guided by methodological frameworks and ethics (which I explore in this
section and in Section 4.5, respectively).

As Pranee Liamputtong prescribes in her extensive chapter on the topic, qual-
itative inquiry tends to be situated within methodological frameworks which help
determine how researchers will produce material to analyse and interpret (2019).
The research I report on in this dissertation has been influenced by feminist schol-
arship, and I discuss this influence in this section.

Feminist thought, with its emphasis on emotion, subjectivity and reflexivity,
has heavily influenced qualitative research methods. Clarke and Braun explore
this influence thoroughly in their (2019) review of feminist methods in psychol-
ogy. They discuss how feminist methodologists advocate the legitimacy and value
of methods that examine the uniqueness, experiences and subjective views of the
individual in the group under study.

Feminist thought has politicized the research process, rejecting the notion of
objectivity, and underlining the inherently political and ethical nature of research.
In all of this, the process of research is heavily emphasized, and held as being just
as important as the outcome of the research. A feminist methodology, argues
Jo Moran-Ellis (1996), allows researchers to include their own experiences (as
women and as scientists), not only in the process of conducting the research, but
also in the analysis of the findings, and the written report of the whole inquiry.

Feminists have examined the innately reflexive nature of the research process,
and focus on the ways in which the researcher and the researched interact and
integrate with one another in the research process. Feminist thinking has un-
derscored the importance of reflexivity in research, holding that the researcher’s
articulation of self must be public to ensure the veracity and integrity of the re-
search (Liamputtong, 2007). Flexibility in methodology, too, is a hallmark of
the feminist influence on research methods. Mixed methodology and the use of
photo, video and drawings, for instance, can be combined with more traditional
methods like interviews and surveys.

Feminist methodology also emphasizes the plurality of the human experience
(Mann & Keller, 2013). What constitutes reality and truth is situated within
the meanings construct according to how they experience life, and perceive their
existence (Grbich, 2004). Seeking to represent the many voices of the people
under study, feminists focus on details and personal stories (Dow & Condit, 2005).

The emergence of alternative ways of conducting qualitative inquiry are ex-
amples of how feminism has influenced its methodology. Online, and arts-based
research, as well as autoethnography are some such approaches (Reavey, 2012).

Feminism in My Practice

My own research methodology is clearly marked by the influences I describe here.
My own process emphasizes reflexivity, and embraces the subjective. I reject the
notion that I should (or even could) separate myself from the research process I
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am conducting. My findings reflect a mix of qualitative and quantitative meth-
ods, and my field notes include photography and sketches. I conduct part of my
research online, and incorporate autoethnography throughout my research pro-
cess. This dissertation foregrounds the research process much more than other
ethnographic studies tend to, and I readily incorporate reflections throughout the
text of this dissertation. I have not consciously drawn upon these frameworks,
or explicitly used them to determine my methods (as Liamputtong would recom-
mend; 2019). Rather, they are formalizations of aspects of my personality and
research modus operandi. In discussing the existing frameworks here, I can de-
scribe elements of my research process and what has guided it in a way that other
researchers can understand.

Reflexivity

Reflexivity is the subject of a 2021 publication in the European Journal of Philosophy
of Science which I co-authored with Maarten Derksen (Field & Derksen, 2021). The
following text fragments are taken from pages 5 and 6 in the original article.

Research into human beings – their behavior, emotions and cognition
– brings with it the issue of psychological reality and the observer be-
ing somewhat enmeshed. Though an attempt at divorcing the two
will be unsuccessful, awareness of the condition through reflexivity is
possible. Reflexivity is the process by which the researcher continu-
ally and explicitly engages in self-awareness and analysis of personal
influences on the research process (Finlay, 2002). Reflexivity on the
part of the researcher allows them to question and adapt their inter-
pretations, based on issues that arise during the study. It lends credi-
bility and realism to the conclusions reported (Clancy, 2013): through
reflexivity, a researcher is able to produce a faithful account of the re-
search (Hertz, 1997). Pillow (2003) describes reflexivity as a way to
“legitimize, validate, and question research practices and representa-
tions”, and to call into question our data and methods. It assists us
in understanding the social world, and also provides insight into how
that knowledge is constructed.

Although the unintentional incorporation of subjectivity into the re-
search process can be seen as a barrier to good scientific practice,
reflexivity has the potential to facilitate and even enhance researcher
objectivity. Finlay (2002) presents it as an ‘opportunity’ rather than a
‘problem’; that is, subjectivity can be used productively. It can func-
tion as a mode through which the researcher can become more aware
of their influence on the research. It can provide a means to treat the
influence accordingly, whether that means to isolate it, if the quality
of the research is being threatened, or to work it into the research:
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reflexive practice can impart a richness to the data and their interpre-
tation which is valuable in furnishing our understanding of human
thought and behavior processes: the goal of psychological inquiry
(Wacquant & Bourdieu, 1992). For those researchers who consider
their subjectivity a threat to the quality of their research, using qual-
itative methods involving reflexivity may be worthy of consideration.
Almost as a remedy to the potential problem subjectivity can cause,
Crang and Cook (2007) recommend for researchers to recognize their
‘partial and situated’ subjectivity. They recommend to ‘tap into’ it as
a resource; to use it for achieving a deeper understanding of the phe-
nomena under study.

Those who engage in qualitative research typically consider the re-
searcher as the linchpin of the entire research process, and create and
maintain awareness of their presence in the research process. Reflex-
ivity gives this presence a practical application, and it is woven into
the fabric of the study and can be included in the written delivery of
the conclusions to the scientific community. To practice reflexivity, the
researcher attempts to keep one eye trained on himself, so to speak:
he remains aware of his own feelings, thoughts and expectations as
he engages in the process of research. In the eyes of some, when
employed in this way, reflexive practice can ultimately serve to im-
part objectivity to the research. In practice, this requires researchers
to critically assess their role as the measurement instrument (Lincoln
& Denzin, 2003), as well as the person conducting the study, and
attempt to understand how their dual-function can impact their con-
clusions.

In the early stages of my time as a PhD researcher, I had sketched out a plan
for my dissertation. ‘Reflexivity’ had been jotted down as a discussion point in the
Methodology chapter of the thesis plan. This is not odd – reflexivity is certainly
discussed as if it is a research method. As I have progressed through my study
trajectory, however, I have come to realise that reflexivity is more than a method;
indeed, it goes beyond practice. I have come to see it as more than a modus
operandi, it is, for me, a way of being. So to discuss it in this section without
emphasizing its importance in my work would be to sell it short. As I have con-
ducted my research, reflexivity has gained such momentum in my practice that
everything I do is imbued with it.

Myself as Researcher and Participant

As I discussed briefly earlier, metascientific research is, by definition, highly re-
flexive. In my case, I am a reform activist and metascience researcher who has
studied the reform community. This interesting position has required deep reflex-
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ivity. A concrete part of that reflexive practice has been coming to terms with my
stance, and figuring out what the identity of ‘participant observer’ means for me,
and how I navigate it during my ethnography.7 I explore this now.

My stance

In an article on participant observation, Kawulich (2005) describes the different
stances the ethnographer may take when conducting observation. She states that
the type and amount of data collected by the observer is partly a function of the
degree to which the observer participates in the community under investigation.
She summarizes Gold’s (1958) different participation roles: the complete partic-
ipant (who is a member of the community under study, whose researcher status
is completely concealed from the community), the participant observer (who is a
member of the community under study, whose researcher status is known to the
community), the observer as participant (referring to when the researcher is a
participant for purposes of data collection, without them being a true member of
the community) and the complete observer (who is completely hidden from the
community during observation – think wildlife biologist who hides in a realistic
man-made hideout in the shape of a hippo to observe animals on the Serengeti).

Above, I mentioned that my own stance falls into the ‘participant as observer’
category, as I am a member of the science reform/open science/metascience com-
munity. People know who I am, through the different roles I play in the com-
munity. I am a researcher in the field of metascience, and have been conducting
research in that capacity since 2014 when I began conducting my first published
study. People in my field cite my work, and engage with it informally. I am in-
vited to speak at conferences and contribute to workshops, and have presented
my work in other capacities too. I am a reviewer for, at this point, six journals
which handle research that is adjacent and complimentary to my own. I am an
editor for two different journals, and I handle articles relating to metascience,
open science and reform topics. I have friends and colleagues in metascience,
open science and reform groups.

At the same time, I am studying these groups of people. I discuss questions
central to my project with them, and observe them as they engage with one an-
other in person and online. A number of them are aware of what I am doing,
and I am open to discussing my ethnography with anyone who has asked me.
My Twitter biography, during the time I was conducting this research, clearly de-
scribed my project and disclosed that if people were discussing open science or
reform topics, I was observing their exchanges. My bio read: “PhD researcher

7An additional layer of complexity is introduced by the community itself. They are reflexive
in their own, somewhat objectifying way, in that they make a study of the study of their own
research process (and those of their scientific peers). They practice, in my view, a kind of collective
reflexivity in pursuing solutions to problems within science.
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conducting ethnographic research on the reform and open science community. Open
science, always. Tweets = Data. OSF: osf.io/fv5nj”.

In her review of the literature on stances, Kawulich (2005) repeats an amusing
statement from Merriam (1988), who calls the participant observer stance as
being schizophrenic, because of the complex nature of balancing participation
and objectivity. In my experience, the participant observer role requires a lot of
reflexivity, to maintain this balance. Merriam also points out that the stance is
difficult because one must participate, then write notes after the activity.

No amount of reflexivity can ‘fix’ this aspect of practicing the stance – in my
experience so far, it is a matter of getting used to multitasking (which leads to de-
veloping proficiency with observing and participating at the same time, which is
only really possible when you participate passively), training yourself to remem-
ber more detail than you otherwise would, making time to write detailed notes as
soon as possible, and taking photos where appropriate. This laundry list of points
implies that I think myself a professional at maintaining the stance and collect-
ing good data at the same time. This is not the case at all, and I am constantly
smacking myself in the forehead trying to recall ‘aha’ moments and interesting
interactions later on during note-taking, or debriefing with my supervisor.

Myself as the data collection tool

Practically every textbook on qualitative research methods emphasises how cru-
cial it is for the ethnographer to be aware of how their personal attributes posi-
tion them in relation to their subjects. I have worked hard to become and remain
acutely aware of how my gender (and sexuality), race and class, among other
more subtle attributes, affect the way I observe and interpret the resulting data.
As Musante-DeWalt and DeWalt (2010) highlight, for instance, men and women
have access to different information during fieldwork, simply by virtue of their
gender. The same, naturally, goes for other individual attributes. I believe myself
to be of a similar societal class to many of the actors in the community I study
(working in academia as a grad student, and attending a symposium such as this
is not highly exclusive, though it is certainly a privilege that many do not enjoy),
though not all. I am white, and come from a privileged nation (I am an Australian
national, but I live and work in the Netherlands).

I maintain awareness of these facts about myself, because of the risk of sym-
bolic violence that may exist between myself and actors I might be engaging with
in the field. Although practicing self-awareness and reflexivity does not remove
the threat, it should attenuate it, and hopefully will increase the negative effects
bias can have (when one is not aware of bias, for instance). Additionally, I am
aware that many of the people attending these conferences are selected because
of access to funding. European actors participating in the symposium (myself
included) are in privileged positions because they can fund a visit to the United
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States. Others from Asia and Africa, Canada and Americans who live in the most
distant states also can attend due to access to funding for such trips.

5.5 Ethics

Just as my research process required reflexivity and an appreciation of the role
of subjectivity, so does it require keeping a good handle on ethics, especially as
it relates to the internet and Twitter data. This is not necessarily as straightfor-
ward as one might expect, because of the nature of this research (i.e., research
that is conducted on content posted online on a publicly available social media
website). Social media, say Tinati and colleagues (2014), provides the opportu-
nity for exploring “new social relations that are oriented around digital subjects
and objects.” (in p. 1151 of Williams, Burnap & Sloan; 2017) While this is a
good thing for future research possibilities, it implies that an entire new avenue
opens up for complicated issues for research ethics, resulting in headaches for
researchers studying social media content and communities.

For one thing, there are no agreed upon norms for this kind of research
(Fiesler & Proferes, 2018). Situational ethics (i.e., ethics which are flexible de-
pending on the research context) are usually adopted (M. L. Williams et al.,
2017). Previously established guidelines apply to in-person data, or data that are
acquired via the ‘usual’ in-lab methods, and a quick look through the guidelines
in place in different countries of the world will tell you that they are outdated
to adequately steer ethical research through the quagmire of handling internet-
harvested data. As Williams and colleagues say it, the “digital revolution has
outpaced parallel developments” (p. 1150) in good ethical practice. Other prob-
lems with settling on good ethical guidelines involve philosophical questions, like
‘what researcher behavior is most ethical?’, and how does one determine what
is public and what is private when it comes to text that people publicly post on
Twitter?

The virtual researcher has to consider how to balance the hard legal condi-
tions Twitter users implicitly adhere to once they’ve agreed to the site’s Terms
of Service (ToS; Fiesler & Proferes, 2018) and data protection laws, with how
to conduct their research with respect to participants’ expectations and privacy.
They have to conduct risk/benefit analyses at different points of the research pro-
cess, determining what will constitute harmful data use and what is useful for
their academic exploration. They must navigate suggestions on whether or not to
directly quote Tweets, and whether or not to include identifying data with these
quotes. Do they disguise participants’ identities as Bruckman (2005) suggests, or
should they be as transparent as possible, following Twitter’s Broadcast Guide-
lines which state explicitly that researchers should not obscure any identifying
user information, and to include user names and handles alongside Tweet con-
tent? If they are prepared to seek consent from users before handling their data

80



5.5. Ethics

for research purposes, they then have to think about what that ‘consent’ would
look like, given that asking permission and getting informed consent are not the
same thing (i.e., people can only give informed consent if they have actually been
informed). They should probably take into account that people will be sensitive
about how their data are interpreted in the context of academic research, and
that some participants may expect compensation for the use of their data.

These are problems that the researcher grapples with, but the fact remains
that people who post content online using public social media platforms are prob-
ably more vulnerable than they think. The average user does not know how Twit-
ter handles their data. They rarely read ToS documentation carefully, if at all, and
they do not realise that their consent is not required by researchers before their
content is used in scholarly research. The average user may not realise that their
actual audience differs from their imagined audience, and that their Tweets are
open for anyone to see and can be easily found via search engines like Google.
Users are rarely involved in the development of ethical guidelines that directly af-
fect the use of their data, and their consent is rarely sought by researchers, which
makes them vulnerable as research subjects (Proferes, 2017). I avoid using the
term ‘participants’ here, because it is my view that if consent to use their data is
not sought by researchers, they are not willing participants. Indeed, according to
Fiesler and Proferes (2018), users believe in privacy achieved by obscurity. The
problem for users is that research has the potential to disrupt this, and they might
not even be aware of that.

My Ethical Guidelines

The reader has probably, by now, started to get a sense of my stance with relation
to my use of Twitter data in my research. My sentiments and practice are partly
guided by suggestions in the literature on this matter, partly by the expectations
and thoughts of the community I study, and, unsurprisingly, partly by my own
moral compass. My perusal of the literature has led me to understand what the
lay-user thinks about consent and the use of their data, what is ‘usually done’,
and what might be reasonable and defensible practice (the text in the previous
few paragraphs sums up most of this). My probing of members of the commu-
nity under my study via the Twitter poll I discussed earlier in this chapter (April
16, 2021, which yielded 733 responses) and subsequent thread, has revealed
many important considerations. Firstly, it has revealed that although most people
(around 60%) don’t expect to be asked for consent before I quote their Tweets
in my research, nearly 28% would like to be asked, and about 8% of them don’t
think I should quote them at all.

From my community, I have learned that people like to be involved in the
discussion and are eager to help guide me toward good ethical practice (e.g., by
providing resources for me to use). They think that, although it might not be ex-
plicitly required, it is ‘polite’, ‘kind’ and ‘decent’ to ask permission before quoting
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Tweets. They posed important questions for me, prompting me to consider how
to handle deleted Tweets and content from verified user accounts. They brought
up issues of how to handle sensitive data, whether or not Tweet content should
be associated with usernames/handles, and questioned whether Tweets are some-
one’s intellectual property or not. Someone suggested I should cite Tweets like
I would a scholarly article, and another pointed out that issues only really arise
when interpretation of Tweets is involved (users may not agree with the position
that is projected onto them). Indeed, concerns about misinterpretation of Tweets
were foremost for many people who explicitly commented on the thread.

The poll and thread I opened on Twitter, aimed explicitly at open science and
metascience practitioners, gave me pause. These people, largely researchers, or
involved in science policy and communication, should not be the average user.
Instead, I would expect them to be more informed on privacy laws surrounding
personal data, and be somewhat aware of common data handling practices. I
expected them to be well-informed, but I think I underestimated the extent to
which they are still vulnerable, simply by virtue of being online content-creators.
The internet, and, by extension, social media sites, blur the lines between the pro-
fessional and the private (though this issue is hardly new, or only relevant in this
context: as Hammersley and Atkinson put it, “what is public and what is private is
rarely clear-cut”, p. 267; 1995), and academics using online media are both pro-
fessional and private persons. They have home lives, pets, houseplants and chil-
dren. They bake bread, brew beer and cook for their families and friends. They
variously possess vulnerabilities relating to demographics and personal identities
(which may affect how they expect their data to be used in research, according to
the findings of Williams, Burnap and Sloan, 2017).

Indeed, the context of the pandemic has put the issue of private versus public
into even sharper relief; the lines of home and work blurred even more than
they were before. Online meetings and conferences open up conduits between
the different spheres in which researchers exist, and people may find it difficult
to maintain previously-held boundaries. For instance, full professors are seen in
Zoom calls in hoodies and sweatshirts, and with toddlers or cats on their laps.
The low-level mundane chatter that makes up much of Twitter content in non-
pandemic times continues as well, adding to the perspectives on real life that the
pandemic has prompted. It is especially important during difficult periods as it
grounds people and reminds them that life continues. Prominent members of
the community share humorous and mundane tweets as much as lesser-known
members and grad students.

My poll and accompanying thread has underscored the humanity of the group
I have studied. In the thread, members of my community posted, asking me
explicitly and politely to respect their privacy, and asserting their right to faith-
ful interpretation. They used emojis and ‘please’ and ‘thank you’ to show their
vulnerability as people (in contrast with their status as career scientists and pro-
fessionals), and in doing so gently and unwittingly remind me of the enormous
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responsibility I have as an ethnographer and custodian of their Twitter data. My
moral compass was already guiding me toward a protocol which leaned heav-
ily toward respecting people’s privacy and right to be forgotten, but interaction
with my community cemented how I want to approach the issue of ethics in my
dissertation and any publications involving Twitter data.

I will follow my own ethical guidelines, which integrate expectations and con-
sensus from my community with legal requirements. These guidelines follow the
general tenor of the Belmont Report on ethical guidelines for the protection of hu-
man research participants (1979), whose basic ethical principals concern respect
for persons, beneficence and justice. I will act with respect for my participants, with
a view to protecting their well being, and commit to regularly making risk/benefit
analyses to minimize any potential for harm for the community and its individual
members. I outline my ethical guidelines in the form of a sort of pledge to my
participants, as follows:

• As often as possible, I will directly quote Tweets verbatim and in their en-
tirety (in keeping with Twitter’s Broadcast Guidelines:
https://about.twitter.com/company/broadcast, but counter to the sug-
gestions of e.g., Fiesler and Proferes, 2017).

• Whenever possible, I will include details identifying the owner of the Tweet
alongside the content of the Tweet (in keeping with Twitter’s Broadcast
Guidelines, counter to the suggestions of e.g., Fiesler and Proferes, 2017).

• I will make contact with every Twitter user from whom I would like to quote,
show them the context in which the Tweet will be quoted, and seek consent
from them to use their intellectual property in such a way. If the user does
not grant me permission to quote them, I will not quote them directly or in
a way that reveals their identity.

• I will not quote Tweets unless the benefit my research gains from their use
clearly outweighs the potential for harm their use may bring upon the owner
of the Tweet.

• I will not quote Tweets from private/locked Twitter accounts (in locking
their account, these users have explicitly made their content private).

• I will not quote Tweets that have been deleted by the user.

I hope that my participants – my community, my colleagues and my friends –
feel that I have treated their intellectual and emotional materials appropriately,
and with respect and kindness in this dissertation.

83





6

Communities of practice – In Theory

The remedy here is to recognize that there is no such thing as ethnogra-
phy that is not guided by theory (albeit vague and lay) and to draw the
implications, that is, to work self-consciously to integrate them actively
at every step in the construction of the object rather than to pretend to
discover theory “grounded” in the field, import it wholesale postbellum,
or to borrow it ready-made in the form of clichés from policy debates.

Wacquant, 2002, p. 1523, emphasis in original.

As Geertz (1973) emphasizes, cultures are never entirely mapped out. Anthro-
pologists can, at best, provide partial and incomplete explanations of the people
they study. Through the analysis and interpretations I present in Chapter 7, I
attempt to reach a kind of understanding of the culture of the reform commu-
nity. I do this through interpreting the words and behavior of the actors and
the identities they develop, the relations between the actors, the artifacts they
co-produce, and the context in which these elements are embedded. My interpre-
tation is legitimized by the understanding I have built over years of study, but is
only one perspective on a multi-faceted and complex group of individuals, who
are sustaining a powerful social movement.

My analysis is also grounded in theory, as Wacquant (2002) insists it must
be. I draw almost entirely from one theoretical framework – the Community of
Practice (henceforth CoP; Lave & Wenger, 1991; E. Wenger, 1998), although one
aspect of the analysis is helped along by Bourdieu’s social capital theory (1986).

In this chapter, I describe Wenger’s CoP framework in some detail, as a grasp
of it is necessary for the reader’s understanding of the analyses I present in the
next chapter, Chapter 7, as I use the framework heavily in my interpretations
of the material. The research material and theory might not have been woven
together “at every step in the construction of the object” as Wacquant suggests,
but I have tried to sufficiently link the analyses to Wenger’s theory to validate my
observations, and help draw out the interpretation of meaning in the findings.
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6.1 A Community of Practice

Reading the CoP framework literature is complicated, as the framework has un-
dergone three key developments since it was first introduced by Lave and Wenger
in 1991. That can slightly alter one’s interpretation of the framework, depending
on the source. Lave and Wenger’s seminal work, a book entitled Situated learning:
Legitimate peripheral participation, focuses on interactions between novices and
experts, and the way in which newcomers develop their identity in the context of
the community. They discuss that learning isn’t only a simple matter of receiving
information, but is about increasing participation in a community of practice.

Wenger’s 1998 book, Communities of Practice: Learning, Meaning, and Identity,
expands and develops the original framework. It emphasizes identity, and the
trajectory of individuals’ participation within the community (Wenger compares
‘peripheral’ with ‘core’ participation, for instance). In the book Cultivating Com-
munities of Practice: A Guide to Managing Knowledge (2002), the CoP framework
evolved again into a more practical form, as a tool to improve the competitiveness
of an organization.

Li and colleagues (2009) describe how different interpretations of the theory
make it difficult to apply it as a framework. For the purposes of using the frame-
work to help analyse my findings, I am primarily focusing on Wenger’s 1998 pre-
sentation of the framework, though Lave and Wenger’s 1991 work will crop up at
times. I will briefly introduce the idea of the CoP, and follow with the definitions
of the concepts most central to the framework such that the reader is familiar with
them when they surface in the analysis of the coming chapter. Although Lave and
Wenger’s community of practice identified three major components of the frame-
work (community, practice and domain), I will work through the expanded list
of concepts as presented in Wenger’s book. Where useful, I will elaborate on
some definitions, making initial, general, concrete links to the reform and open
science community. I keep this section brief, as I prefer to bring these concepts to
life through my discussion of the findings rather than abstractly listing them here
in isolation of the research material, and to leave more detailed descriptions to
Wenger.

Key Concepts

For Wenger, CoPs are everywhere: an integral part of daily life, “so informal and
so pervasive that they rarely come into explicit focus. . . ” (1998; p. 6). According
to Eckert (2006), the CoP is a “collection of people who engage on an ongoing
basis in some common endeavor.” They “emerge in response to common interest
or position, and play an important role in forming their members’ participation
in, and orientation to, the world around them.” A CoP is a “learning partnership
among people who find it useful to learn from and with one another about a
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particular domain. They use each other’s experience of practice as a learning
resource.” (p. 9; E. Wenger, Trayner, & De Laat, 2011)

CoPs within academia, say Brownlie, Hewer and Tadajewski (2009), can be
compared to the learning communities found within classrooms and are “infor-
mally bound together by shared expertise and passion for a joint enterprise” (p.
139; E. C. Wenger & Snyder, 2000). Research outputs like articles represent only
a fraction of their collective practices, which are facilitated through conferences,
workshops and seminars, networking online, and collaborating, say Brownlie and
colleagues (2009).

Domain

Community members have a shared domain of interest and commitment. This
common ground motivates the members to participate in the group, guides their
development and underpins their actions with meaning and purpose. The domain
is what gives the group its identity, setting it apart from other communities.

People in the reform community are united by a clear goal which drives the
movement: scientific reform. They achieve this based largely on practices, which
themselves are used to facilitate large-scale adoption of open, reproducible and
responsible science practices in academia and even beyond. Many are deeply
invested in this common goal, and it is what drives reform actors to improve
their own research practice. It underpins their actions and plans to innovate
academia to accommodate scientific transparency and integrity. Their common
goal also drives outreach efforts aimed at broadening and diversifying the reform
community, and opening the realm of science to the public.

Learning

A form of social participation. For individuals, it is about engaging in and con-
tributing to the practices of the communities of which they are a part, and for
groups, learning is about refining practice and ensuring the continuance of the
community, passing on communal knowledge to new generations of members.

Described in the following points, community, practice, identity and meaning
are the four elements comprising Wenger’s concept of learning.

Community Members pursue their shared goal through participating in activ-
ities, debate, problem-solving, information exchange and networking. Fostering
a strong sense of community and belonging encourages continued investment in
the group.

Many members of the reform community are actively involved in group ac-
tivities, discussion, information-exchange, education and networking, formally
and informally. On Twitter, for example, the account @OpenResearchCal is a re-
source for the community which provides a list of open science related events,
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and facilitates collaboration, education, networking and support for the reform
community.

An example of formal resource development and education for open science
is FOSTER Plus (an acronym which stands for Fostering the practical implemen-
tation of Open Science in Horizon 2020 and beyond), a Europe-funded project
across six countries which aims to “contribute to a real and lasting shift in the be-
haviour of European researchers to ensure that open science becomes the norm”,
in providing training and resources to academics.

Practice First and foremost, contends Wenger, practice is a “process by which
we can experience the world and our engagement with it as meaningful” (p.
51; 1998). Concretely speaking, members develop, build upon and share the
community’s repertoire of knowledge, tools, methods, documents, websites and
so on, which they in turn use in their own practice. These communal resources
help the community address issues they face in their specific context.

Practice, in its most basic definition (i.e., the carrying out, or exercise of some-
thing), is at the heart of the reform movement, because research practices are a
large part of what the movement seeks to reform. This has set open science-
focused conferences and symposia (such as AIMOS, Metascience and SIPS) apart
from ordinary academic conferences, in that they focus on actively reforming
science – philosophy and practice. The first Metascience Symposium (held in
2019) was focused on discussing reform, and AIMOS, SIPS and the later 2021
Metascience Symposium have emphasized action. Broadly, the reform commu-
nity facilitates open science practice by operating workshops, giving seminars,
and building repositories of materials and resources for others in the community.
They actively engage in connecting people, and uniting current reform and open
science initiatives.

Identity A way to reference how learning changes us, moulding who we are,
what we do and why we do it. Learning helps create “personal histories of be-
coming in the context of our communities.” (p. 4; E. Wenger, 1998) As people
engage, they gain knowledge and their identities develop as a result.

The engagement of community members in discourse (on Twitter, for in-
stance), helps develop their identities as members of the community, as well as
the identity of the community as a whole. The issue of identity and how it is
developed, both for individual actors, and for the community, is important in my
interpretation of my findings in the next chapter.

Wenger described three modes of identification, through which community
participants express belonging:

• Engagement involves developing relationships, engaging mutually in shared
activities, and managing the group’s boundaries.
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• Imagination involves constructing an image of the community’s practice and
participants, and seeing the self as part of that group.

• Alignment involves following directions, aligning the self with the commu-
nity’s expectations, and orienting one’s energy towards the community’s
goals and to fit in with the structure of the community.

The creation of learning is achieved through a dynamic combination of these
modes, and the community members’ identities as participants in that group are
affected by the picture they build of that position.

Meaning Meaning is not used by Wenger in the traditional dictionary sense.
Rather, he explains, meaning is situated in a process he calls the ‘negotiation
of meaning’. This process involves the interaction of two other processes: par-
ticipation and reification (concepts which I will discuss shortly) which form a
duality fundamental to our experience of meaning, and, by extension, to the na-
ture of practice. Participation and reification complement and intertwine with
each other, and the negotiation of meaning can only work when they are both
involved. Note that the negotiation of meaning is not necessarily a goal-oriented
process (although it can be). In a way, it can be seen as ‘just what happens’ when
members of a CoP engage with one another and the community’s enterprise.

Participation

Wenger uses the term participation to describe the “social experience of living
in the world” (ibid; p. 55), in terms of being part of social communities and
enterprises. It involves acting and engaging in that context, and is a complex
process encompassing our ‘whole person’, and all that entails (talking, thinking,
feeling etc.).

Reification

Unlike most terms wrapped up in Wenger’s CoP framework, the term reification
can largely be taken at its face value, referring to when something abstract is
made into something concrete (even if that thing is not truly a material, or con-
crete object).1 Reification in this context is the process by which the knowledge
accumulated by the community is projected into concrete artifacts, or tools, sym-
bols, concepts, or stories.

Examples of reification in the reform/open space would be FORRT’s open
science glossary of terms, SIPS’s code of conduct (which is a reification of SIPS’s
identity), or any one of the reform initiatives produced by the community. These

1Though it is worth noting that Wenger uses it to refer to both a process and its product,
somewhat complicating his use of the term.
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are not material things, but they are the formalization of ideals and expectations
of the community; values made concrete by documentation.

Knowledge

CoP members acquire knowledge through participation, which ultimately leads
to a communal sense of how to grapple with issues that face the community. This
knowledge is dynamic, social and individual, explicit and tacit.

Associating Practice and Community

Associating practice and community, says Wenger, gives tractability to the oth-
erwise potentially fuzzy term of ‘practice’, and helps define the CoP as a special
kind of community. Wenger describes three different dimensions of the associ-
ation between practice and community – expectations by which CoP members
recognize participation, and establish guidelines as to who is an in-group mem-
ber, an out-group member, or something in between. These three criteria are:
mutual engagement, a joint enterprise, and a shared repertoire.

Mutual engagement Practice exists because actors engage in actions, negoti-
ating meaning with each other. That is what defines the group, or community.
Mutual engagement consists of different elements of engagement, from simple
interactions among members, to the establishment of relationships and group
norms. The inclusion of a member in what matters in a community is important
because it is a requirement for being engaged in the practice of a community.

Wenger (1998) emphasizes that one should not assume that mutual engage-
ment entails peaceful coexistence, or allegiance between members in the context
of a CoP. “Peace, happiness, and harmony are therefore not necessary properties
of a community of practice.” (p. 76) He furthers this idea, pointing out that inter-
personal challenges, competition and disagreements are all forms of participation
(being part of the social enterprise).

Joint Enterprise The concept of a joint enterprise is relatively simple, and can
be defined as the community’s collective understanding of the purpose of the CoP.
Each individual’s understanding of the community’s enterprise and its meaning
for them does not need to be uniform for it to be a “collective product”, says
Wenger (p. 79). This point will be discussed in some detail in the following
chapter’s analysis, as it is relevant for many of my observations.

Shared Repertoire During the course of time, as a community engages in the
pursuit of a common goal, it generates stuff : trappings that link the community to
its joint enterprise. The members contribute to these communal resources, which
help the community negotiate meaning, in what Wenger terms shared repertoire.
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The elements of this repertoire can be random, gaining coherence because they
are part of the community as it pursues its enterprise.

In my capacity as an observer of the reform and open science spaces, I have
come to see that blog posts about questionable research practices and templates
for preregistration documents are as much a part of this community’s practice as
photos of sourdough posted on Twitter, or SIPS stickers on laptops. According to
Wenger’s framework, a CoP’s repertoire involves stories, gestures, tools, protocols
and concepts the community has developed or adopted over time, which have
become part of its practice. Linking back to the negotiation of meaning, the com-
munity’s shared repertoire combines participation and reification, meaning that
it includes the “discourse by which members create meaningful statements about
the world, as well as the styles by which they express their forms of membership
and their identities as members.” (p. 83; 1998) The importance of this aspect
of the framework to understanding and explaining some of my observations will
become apparent to the reader later.

6.2 A Constellation of Practices

Some collectives, by their structure and nature, lend themselves to being de-
scribed as communities of practice, but other configurations are too diverse, dif-
fuse and broad in their scope for that label to be useful. Such configurations, in
Wenger’s framework are referred to as constellations of practices. That is, group-
ings of CoPs which have two identities. They can be identified as single, unique
CoPs, but they also can be identified as a part within the broader group. The CoPs
within a constellation may share historical roots and have related enterprises,
serve a single cause, have members in common, have overlapping discourses and
compete for the same resources (p. 127; E. Wenger, 1998).

Gherardi and Nicolini (2002) tell us that a constellation is an emerging dis-
cursive community which makes room for multiple competing discourses. In this
conceptualisation, the constellation opens up to a kind of learning that is negoti-
ated by the comparison of different perspectives.

Boundaries, Multimembership and Brokering

People tend to hold ‘multimembership’, that is, to belong to more than one CoP.
This means that they are, during their day-to-day activities, crossing boundaries
between those communities. As we negotiate these boundaries, juggling our iden-
tities in these different contexts, we highlight the differences between communi-
ties, emphasizing that they are unique: Histories, repertoires, kinds of communi-
cation, for instance.

Most academics occupy many different fields or spaces as part of their jobs.
For instance, most senior academics are peer-reviewers, editors and committee
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members, as well as contributing to teaching and supervising students, on top of
their research work.

Crossing boundaries between different CoPs presents opportunities for what
Wenger terms ‘brokering’, which is the process of transferring elements across
practices. Connections are developed between CoPs by people who can port ele-
ments of one CoP into another. When brokering is done well, learning is caused
as knowledge travels both ways across community boundaries; that is, it is both
imported and exported.

Brokering can be uncomfortable work, and this is particularly true in the re-
form space, because often people are embedded in CoPs that are at odds with
the goals of the reform movement. For instance, Stavroula Kousta is the Editor
in Chief at Nature Human Behavior. She is committed to driving reform in sci-
ence, and eager to learn how to be more effective in that role (something that
has been clear to me in the times I have interacted with her during my study). At
the same time, she is the editor-in-chief of one of the most prestigious behavioral
and social sciences journals, which represents the traditional academic publish-
ing system (which some in the movement have labeled toxic and predatory), and
that has been at the heart of much recent controversy in the reform movement
for charging high article processing fees for open access. I will go into more de-
tail on this issue in the next chapter, but it is not difficult to understand with this
example as an illustration, how tensions for brokers in the context of the current
community under study can be especially high.
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Qualitative Material Analysis

For years, I watched this community of people. During long night hours nursing first
my infant daughter, and then my infant son, I would scroll through Twitter, taking
note of exchanges between users and reading through members’ blog posts. Tired, but
not so much that I could not immerse myself in the world of the reform movement,
and learn from what I saw. I made sure I attended as many conferences and events as
I could, negotiating childcare with my husband and flight times with the university’s
travel agent, even as I negotiated my multiple identities: an ethnographer, a member
of the reform community. . . a participant-observer.

At conferences and workshops, I drank the same conference-venue filter-coffee as
many others did, ate the same “continental breakfast”, felt the same jet-lag symp-
toms. I networked like everyone else, that is, with a warm half-full bottle of beer in
my hand in poster session after poster session. During the later period, in the coro-
navirus pandemic, I took notes while attending online conferences and workshops,
one eye trained on the chat; the other on the faces of the attendees who had their
cameras on.

Twitter was always open on a tab in my laptop’s browser. The app always open
on my phone. The first thing I would check upon waking, and the last thing I would
see before sleeping at night. For years. This is how I embedded myself in their – our
– community.

And yet, I felt I was not one of them. Not really, because all the while I watched,
and listened, absorbing each scrap of interesting or relevant information, teasing
important details from the otherwise phatic chit-chat. I would slip questions about
community and boundaries in to otherwise mundane discussions with members, re-
membering their responses and scribbling them down as soon as I got back to my
hotel room. [This excerpt is a reflection taken from my field notes.]

I have been told that ethnographers do not really speak of data in the way that
quantitative researchers might. In the way I tend to. Now I sit back, considering the
fruit of my ethnographic work, I can see why. It is not so much data as it is lived
experience. The produce of my work (i.e., my notes, my photos and observations) is
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infused with my experience. Like postcards sent to myself from a trip abroad – the
words with which I record my travels are imbued with my experience of those far-off
places. At the same time, they function quasi-legally as proof of my presence. A way
of saying “I was there”. In this chapter, I share my collection of postcards with you,
and point out the ones most salient to me and my experience with this community.

In what follows, I describe the results of the analysis I conducted on my re-
search materials. To give the reader a kind of ‘roadmap’ for how I have structured
this chapter: I have grouped major themes together when they relate to one an-
other (the names of which correspond to central concepts within Wenger’s 1998
framework). There are five groupings, denoted by sections 7.1–7.5. Within each
of these sections, dominant themes are denoted by subsection headings, and sub-
themes are nested within those. These themes and subthemes bear titles relating
to the study-specific content they contain. In each theme and subtheme, I ex-
plore part of the material, giving excerpts to illustrate them where appropriate,
then interpret the meaning of the observations I make with reference to Wenger’s
framework.

7.1 Negotiating Enterprise and Identity

Describing the Community

As I demonstrated in Chapter 4, a wealth of different definitions exist for the
concept of community. They are related, and overlap, yet they each capture a
different aspect of the community concept. They are also all descriptions of com-
munity from the perspective of the outsider. But what of the people within the
group themselves? How do they describe their own community and its aims
and ideals, and how do they want to be described by others? This section deals
with this issue, which ultimately helps us understand how the reform and open
science community negotiates their joint enterprise, their group’s identity, from
which they derive individual identity, to some degree.

Participant Descriptions of Community: Formal and Informal

The individual actors within the reform/open science community as well as the
group itself have been described using a range of adjectives, by in-group mem-
bers, out-group members and distant observers, via tweets, during interviews
and in documentation. Individuals discussing open science and reform groups on
Twitter have described the group as warm, collaborative, welcoming, approach-
able, supportive, principled, reflective, self-reflective and inclusive. One person
shared that, in their experience, the vast majority of the group was welcoming to
questions, open to criticism, and supportive of those who challenge ideas.
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People who think of the group as a community consider that one of the group’s
functions is to provide moral and emotional support, especially when it comes
to conducting science and struggling with problems associated with the process
of research, and concerns about traditional academia. Chris Hartgerink, whom
I interviewed in 2019 described one possible role of the community from his
perspective: “It’s good to know other people have the same struggles, so you
don’t feel alone.” In a 2021 interview, Nosek described the community as being
“a feeling of fellowship with others, as a result of sharing common attitudes,
interests, and goals”.

These experiences and perspectives are very much in line with how the ma-
jority of the group would like to be seen. This ‘ideal’ characterization is reified
by the INOSC (International Network of Open Science and Scholarship Commu-
nities) Starter Kit documentation (which provides interested individuals with in-
formation and ideas for how to begin your own OSC sub-community). On p. 13,
it lists the following positive characteristics of people who have started OSC sub-
communities in their localities, which projects a sense of the ‘ideal’ average OSC
member. These members are enthusiastic, outgoing, optimistic, inspire others, in-
clusive, innovative, team players and well-connected within their institution (or
able to establish new connections).

The documentation goes further, to detail how condescension and a judgmen-
tal tone will work counter to the goals of building open science communities: “It
is crucial not to be condescending about this. People who are particularly pas-
sionate about OS might consider their workflows superior to those of others and
express such feelings. Being exposed to such perspectives can alienate newcom-
ers and lead to unnecessary resistance by creating a counterproductive “us versus
them” distinction. Newcomers are more likely to join a community where they
can explore and formulate their opinions and doubts, as opposed to an ‘expert
club’ that is judgemental on the workflows of others. It is therefore critical to
strike the right tone. Make sure that in all your communication you are inclusive,
humble, and respectful. Stress that the OSC is a learning community and that
communication is bidirectional: newcomers and experienced peers learn from
each other and identify bottlenecks and opportunities to make the transition to
OS more fun and fluent, together.” (p. 18)

The SIPS mission statement sets out core values that it says are central to
the society, which give one a sense of what the reform community prioritizes, or
thinks it does: Self-improvement (framed as the aim to improve the rigor of psy-
chological methods and accuracy of empirical claims), transparency and open-
ness, critical evaluation (SIPS purports to foster a space where skepticism and
criticism are central to scientific discourse), civil dialogue (the mission statement
notes that incivility interferes with healthy scientific critique, and mentions the
role of power differentials in the community) and inclusivity are all listed in the
document (p. 2).

In contrast with these self-descriptions published by formal organizational ele-
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ments of the community, some actors embedded within the community have said
some of their fellows are aggressive and ‘gate-keepery’. Other, more peripheral
actors have compared them to evangelists, a cult, and vegans. One reformer de-
scribed the group in social psychology terms, speaking of small group dynamics,
and referring to in-group and out-group members.

All of the negative adjectives above are used on social media in tweets. As
a form of communication, tweets are often criticized for being too short to al-
low much depth of expression or nuance. As such, actors’ use of Twitter can
belie their careful and deep analyses of these problems and their possible causes.
More concretely, some who are participating in the discourse, for instance, have
criticized the group for their lack of intellectual humility, and have shared the per-
spective that hubris has replaced scientific curiosity. In an email interview, one
source [Source 1, henceforth S1] wrote: “I think open science activism at times
loses sight of the actual science and forgets that we are in the business of asking
questions.” They elaborate, describing their view that some of the same problem-
atic patterns of thought and behavior that led to the current problems in science
are perpetuated in the reform movement. They speak of an “inherited epistemo-
logical stance” – that of traditional academia – which impacts on the content of
reform activity, and the ways in which proposals are made. It is possible that this
observation reflects the difficulty the reform community faces in uprooting itself
from the traditional academic world. I will return to this point later.

S1 gives clear examples of the kinds of problematic behavior that are be-
ing perpetuated in the reform space: “Not carefully vetting research questions,
not clearly formulating assumptions about or models of phenomena, design-
ing research based on expected results and conducting empirical studies to get
those results, thinking of complex phenomena in terms of simple linear mod-
els with forced categories, assuming that a naive empiricist approach is the only
way of tackling scientific questions, looking for clear cut, black-and-white an-
swers to contrived questions and a tendency for dichotomous thinking in general
(good/bad, right/wrong, true/false), a desire for making science a monolith, and
mistaking substantively weak but emotionally compelling verbal arguments for
scientific evidence in support of a claim. . . ” These issues go beyond intellectual
laziness, says the source, in no uncertain terms: “These are the norms of the field.
The publication incentives and citation norms perpetuate it.”

Description: A negotiation of identity

For many people who support and engage with reform and practice open science,
methodology and initiatives are the primary focus because improving scientific
methods is central to the group’s enterprise. Others in the group, however, choose
to treat open science and reform as a social identity in that they identify person-
ally with some of the values of the collective. The idea of a community certainly
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implies a shared identity, but some actors discuss the idea directly and ruminate
over what that might mean for them, and the group as a whole.

Nosek weighs up the benefits and risks of treating reform and open science
as a social identity in a 2021 Twitter thread. On one hand, he writes, treating
open science as a social identity benefits actors in that they can rally around a
common cause, find others with similar interests, can provide meaning and can
help with articulating what it means to adopt the practices for some who are
interested but not yet practicing. On the other hand, says Nosek, potential risks
are that stereotyping of “open science” and “non-open science” people can occur,
creating an us-versus-them mentality. Other risks are raising barriers to inclusion,
polarization, and shifting the focus from principles and behaviors to being about
belonging. Nosek warns that these risks are deepened by the community’s use
of group-based language (he gives the examples of “open scientists, SIPS, social
psychologists”) when individuals criticize behavior. He writes that “Inevitably,
the groups are more heterogeneous than the basis of the criticism, widening the
conflict.” (Nosek, B. [@BrianNosek], 2021a) In another, later tweet, he extends
the discussion about the problems with treating open science as a social identity:
“So, if we derive some identity from open science as a movement, where does it
get attached? It can be orgs and others when available, but in the murky realm,
when bad actions occur in the name of open science, then we are forced to ask
ourselves “Am I part of that?!”” (Nosek, B. [@BrianNosek], 2021b)

The use of the “Open Science” label and its salience as an identity signaler is
another point of debate in the group. One actor shares the perspective that the
utility of the Open Science label is ‘outward facing’, and “agnostic to the com-
munity’s internal heterogeneity.” Charlie Ebersole, in a discussion with me at
MS2019 said that he thinks the label is useful because it speaks to the formation
of institution, which can drive the community to do useful things. He mentioned
that the establishment of the institution would facilitate training for students,
which is useful because skills relating to open and meta-science are highly appli-
cable even if the future of fields like metascience are not certain.

As I discussed above, S1 observed what can be interpreted as the friction that
negotiating a new, ‘reform’ identity is generating in the greater academic sphere
in which the reform movement exists. They recognize that actors are attempting
to transform an academic system in which most of them are still enmeshed. The
emergent reform community is attempting to uproot itself; estranging itself from
a traditional academic parentage, and redefining itself as the generator of a new
scientific way of thinking, and way of doing. Wenger states that CoPs are not self-
contained entities; rather, that they develop within larger contexts. Along with
that come shifting, dynamic boundaries and tensions between the larger context
and the CoP as it establishes itself.

Part of this process of pulling away entails the establishment of a new identity,
and what we see in the material I have analyzed is evidence of a negotiation of
that emerging identity. All the examples I gave earlier – of what the community
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is like, and how they behave, or lists of member characteristics, codes of conduct
and mission statements – are attempts by members and groups of members within
the CoP to reify their experience of the collective identity of the CoP, to define
their joint enterprise; that of reforming traditional academia. They are part of the
CoP’s negotiation of identity. Of this, Wenger writes that members’ “. . . identities
form in this kind of tension between our investment in various forms of belonging
and our ability to negotiate the meanings that matter in those contexts.” (1998;
p. 188) What matters to this community? What are its priorities? Indeed, that
this seeming tension between ideals and reality is evident reflects the fact that the
community’s members are invested in shaping their identity, and are committed
to their enterprise. Wenger calls this reification of “aspects of accountability”, and
it is all part of the practice.

7.2 Participation and Reification

Community Priorities

One point of discussion in the group which has become more salient to me over
the course of my ethnographic study concerns what actors prioritize in the reform
community, and what they think the group as a whole should prioritize. Though a
simplification of a complex issue, I visualize the breadth of possibilities as sitting
along a kind of spectrum, or continuum. One actor referred to a continuum with
values on one end, and implementation on the other. On one end of this line are
those people who are driven primarily by “reform ideology” (as one actor called
it), and who prioritize values and value diversity in the group. On the other end of
the spectrum are those who are driven primarily by reform methods, and see open
science and reform activity as being largely about refining scientific practice.1

Looking at the whole spectrum of priorities, or drives, we can see scientific reform
as a social movement, represented in all its facets and dimensions; the people of
the reform space represented as a heterogeneous group, contributing diverse and
complimentary perspectives and skills to the movement.

I engaged people on the issue in interviews, explicitly asking them what they
thought of this idea. Nosek, when describing priorities for the community (which
included accessibility, inclusivity, openness, transparency, rigorousness, and re-
produciblity), reinforced that people greatly vary in what each of these things
means to them and how they prioritize them in the movement, but pointed out
that there is still plenty of overlap in the group: “. . . if we were to conduct a
cluster analysis of a rich measure of open science attitudes, interests, and goals,
we would find collections of individuals with overlapping views.” S2 spoke of

1I recognize that speaking of such a spectrum gives an overly simple impression of a very
complex group of people, who are involved in a intricate and dynamic social movement. The
majority of the people I observed do not conform truly to either extreme of this spectrum. Rather,
as with the left-right political spectrum, people lean one way or another.
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how the idea and the use of open science tools are correlated, but how they are
completely independent.

Most members are somewhere in the middle of this imagined spectrum, and
the vast majority of actors in the group acknowledge the importance to balanc-
ing both of its extremes when it comes to reforming science. Paola Masuzzo
(@pcmasuzzo) tweeted: “Open science is not just about improving the way we
share data and methods; it is also about improving the way we think, work and
interact with each other. It’s about technology enabling social infrastructure that
can promote inclusivity to create kinder science.” (2021) When confronting an-
other actor about his comments on a Twitter thread, Nosek directly counterbal-
anced values and practice, stating that inclusivity is just as much a part of ‘open’ as
transparency. I will draw this out further, to explain that inclusivity is can be seen
primarily as a value of open science, while transparency is enacted through peo-
ple’s engagement with open science and reform practices. One actor expounded
on Nosek’s tweet, stating in a 2019 post, that while the main goal of reform is to
be anti-exclusionary, you need to be able to identify and solve problems with prac-
tices (she gave the example of open access) to achieve that goal. Here, she high-
lights the interplay between values and methods, and the idea that values-driven
aims of the community can be achieved through working on practice-related bar-
riers.

Another actor pointed out that how one sees open science influences how we
think about different approaches to open science and reform within the group.
If we see OS as a behavior (that is, a practice more so than a value), she says,
we should accept that it will not always be (and does not need to be) ideal, or
perfect, and that ‘open’ will be manifested differently depending on when it is be-
ing practiced, by whom and in what contexts. S1 shared a similar reflection: “So
to me, open is an adjective that qualifies science. Science is the common thread
that brings many people together. As researchers, many of us think about, en-
gage with, consume, and actively contribute to science to answer some questions
and to gain knowledge. “Open” is a qualifier that may refer to different things in
different contexts, and for different people.”

Those who are more focused on the proximal goals of adoption and implemen-
tation of practices tend toward having a single-minded drive to improve methods
and statistics. Some view the methods of the more extreme actors for provoking
change as too inflammatory, but others believe that the work some of them do for
the community is worth too much for them to be excluded from it. Two of my in-
terview sources (S2 and Source 3; S3) made clear statements to this effect when
discussing people in the group who were known for being highly critical of oth-
ers’ work. S2 said that, all-in-all, they have brought huge benefit to the field. S3
said that the helpful contributions dominate the problematic ones. Other actors
have spoken about a ‘greater good’ on Twitter, in the context of explaining and
justifying the actions and words of those who expect others to conform rigorously
and wholly to reform practices.
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The opposing view, that scientific contributions as an end do not justify the
means (i.e., the ‘good’ done by bullies in the community does not justify the
destructive way in which the good is achieved), is also represented by actors in
the group. People engaging on Twitter over this issue with this view argue that
no one is above the ‘law’ no matter whether or not you’re a good scientist, and
that we should have faith in the collective genius of scientists to think that we
can still conduct good research without “elevating assholes”. The overarching
goal of science reform will prevail, even if bullies who do good work for the
cause are removed from positions in which they can cause harm. One interview
source explained her view that the reform movement’s moral context creates an
environment where bullying can be tolerated, conveniently overlooked, or even
facilitated when it comes to promoting ‘the cause’.

Belonging to a Community Versus Using their Methods

By now, it is clear to see that the question of whether or not we can speak of
a ‘community’ (described as a tight-knit group which provides members with a
sense of belonging and support, rather than a diffuse group with nothing con-
necting them but a particular interest in common), is as central to debates within
the group (and between them and outsiders) as it is difficult to answer. On one
hand, many actors will strenuously argue that there is not a community, but that
the enterprise of open science and reform is about practices and changing long-
standing problematic incentive and reward structures in science. In a 2017 post,
one vocal figure in the group takes a strong stance against the idea of a commu-
nity, writing that open science isn’t a group of people separated into member and
non-member categories. Improving science (the enterprise of the group), they
go on, is about research and not belonging. In 2022, I checked back with this
source, asking whether they still held such a view, and they helped give the orig-
inal post some nuance. In their view, while there is a kind of community it is
very diffuse in nature, not like a sports team where there are clear members and
non-members. The source went on to say that the community is not synonymous
with the original enterprise around which it formed. People can be committed to
certain open and reform practices but be disconnected from others who engage
with those same practices. The opposite can be true too, according to the source:
people might be fully embedded in the community and its culture, while having
little motivation to actually practise ‘open science’. In the context of the reform
community, says the source, any community constructed around reform and open
science goals and principles are superstructures.

This perspective is shared by other participants. For instance, a 2021 intervie-
wee [Source 2; S2] spoke with me about how the idea and the use of reform and
open science tools are correlated, yet completely independent. They mentioned a
recent event on Twitter (involving several people in the group aggressively criti-
cizing a scientific article): “I think in the last few days on Twitter, we saw there are
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people who use all the tools, but they are not in any way invested in the culture,
or diversity statement or whatever, they just don’t care.” In a sense, this source
indicates that they believe there is no community per se, rather the enterprise is
just about tools and their application.

Others have distanced themselves actively from the community because of
their principles. They do not want to be associated with it because of its prob-
lems, and the positive values and norms that the community are not enough to se-
cure their alignment with the group. For instance, Alex Danvers (@Alex_Danvers;
2021) tweeted about his decision to distinguish between his own goals and the
values of the community: “Today I changed my profile to indicate I’m interested
in science reform, not open science. It’s been hard for me to come to grips with
the idea that the community I originally found under the open science label
(in 2012) is different from the way the label is being used now.” Katie Corker
(@katiecorker)shared the perspective of some others who might not want to be
associated with the open science community, while at the same time happily and
openly engaging in its practices: “‘Alternative explanation: not just self serving
bias but identity politics. People don’t want to be seen as a “replicators.” I see
the same pattern with other practices. A: are you an open science person? B:
no way! A: do you share your data, etc? B: of course!”’ (2019). Another actor
shared their concerns with someone else using the open science label to describe
them. Although they recognized that being described as an “open science person”
wasn’t factually incorrect, they was concerned that the label was too simplistic,
and failed to capture their complex views and approach to using open science
tools to conduct rigorous science.

This problem – being labeled as part of a community when for some reason
you do not wish to have such an association – has been explored by Gee (2005),
who advances the idea of affinity spaces. These are locations, physical or virtual,
where groups of individuals are drawn together to engage in a shared interest.
Gee’s idea of affinity spaces, which focuses on the space, rather than membership
in a community as a central concept underpinning shared learning, is an alter-
native to Wenger’s CoP framework, he says. Rightly, Gee notes that the use of
any kinds of labels, particularly when it comes to community labels (presumably
because of the identity you share with a community when you are a member) is
challenging. He writes:

We face vexatious issues over which people are in and which are out of
the group, how far they are in or out and when they are in or out. The
answers to these questions vary – even their very answerability varies
– greatly across different social groupings. If we start with the notion
of a “community” we cannot go any further until we have defined who
is in and who is not, since otherwise we cannot identify the commu-
nity. Yet it is often issues of participation, membership and boundaries
that are problematic in the first place. (p. 215; Gee, 2005).
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Gee, in this quote, perfectly captures one of the key ‘problems’ I have pursued
in this research project. More importantly for the current context of interpreting
the findings, he clearly sets out the intractability of community, which may explain
why some of the people I have observed and spoken with are uneasy with the idea.

Regardless of what you think of the community, most people seem to agree
there is a community of sorts, though most of those will concede that such a com-
munity will have very loose and undefined boundaries. Nosek, in my interview
with him, suggested that because the community is diffuse, membership is “vague
and self-defined”. Others call the community informal, and have commented that
this status means shifting boundaries for norms and behavior. Two interview
sources stated that they thought of the group as a community in its earlier days,
when it was smaller and more cohesive. In their perspective, it has grown out
of the ‘community’ descriptor as it has grown in size, and that its bounds have
become fuzzy. There seem to be costs involved with a growing community with
soft bounds. One of my sources mentioned that you need to watch what you say
much more in a larger group because with so many personalities and views in
play, you are more at risk of saying the wrong thing. Another pointed out that
as groups become larger and gain more power, they are likely to see more dis-
cord and disagreement among actors. This is a natural and expected progression,
and not a surprising turn of events for the open science community, the source
concluded.

Membership Styles: All-In and Buffet

The values-implementation continuum is somewhat abstract, so I will describe a
recurring theme in the discourse as a means of illustrating discussions of the con-
tinuum. A subset of the people who are more extreme about their prioritization of
the implementation of practices seem to be of the opinion that people practicing
open science need to go all-in, implementing every initiative that the community
has come up with. This all-in approach is difficult for many researchers, de-
spite how deeply they support the open science and reform philosophies, because
it takes time and effort to learn and integrate new practices into ones research
process. Moreover, for some researchers the practices are not applicable to the
research conducted in their discipline.

Those who prioritize values strenuously push against the all-in approach, be-
cause it disproportionately disadvantages some people in the group, and raises
barriers for many, where open science and reform should be lowering as many
barriers as possible (a point S1 emphasized in our interview). For instance, con-
sider a case described by another interviewee, Source 4 (S4). They explained that
an ECR friend wanted to pivot to transparent reproducible quantitative science,
but that her supervisor wouldn’t allow it. Not everyone is in a work or lab en-
vironment where they can easily just adopt every practice. S4 pointed out that
some people are not in positions where they can spend a lot of time adopting

102



7.2. Participation and Reification

practices, because they have caregiver roles or lack other resources to make it
feasible.

This all-or-nothing attitude affects different fields too, as some open science
initiatives and practices (e.g., data sharing) largely target quantitative research
pipelines, leaving qualitative researchers questioning whether they are welcome,
or whether the practices are meant for them. The all-or-nothing stance, with all
its dogmatism, has a strong value component. Its focus is on practice (methods,
statistics, etc.), but in some cases it becomes too extreme to be pragmatic.

A strong voice of opposition to this extreme approach has been gaining mo-
mentum, with people rejecting it as ‘gate-keepery’, and discussing the counter-
idea of an ‘open science buffet’. I explored this idea in detail in Chapter 3,
where I discuss open science practices, but I will briefly reiterate the idea here
too. The idea of viewing practices and implementation as a buffet was first intro-
duced by reformer Christina Bergmann in a talk she delivered in 2018. Just like
there are many dishes at a restaurant buffet, the actions of the reform movement
and open science communities have provided researchers with many practices to
implement in their research. She emphasized this in a tweet: “Seems a good mo-
ment to remind people of the Buffet approach to open science. Not everything
works for everyone, and it is ok to pick practices.” (@chbergma; Bergmann, C.
[@chbergma], 2021)

Others in the movement have taken the idea and run with it. One points out
that the all-or-nothing perspective is the result of poor open science PR rather
than objective truths, and recommends that people take what helps them given
their unique research needs, and ignore the rest. A tweet by Andrea Howard
(@DrAndreaHoward; 2021) makes a similar point, reinforcing the feeling of ex-
clusivity that some feel: “In a setting where to many, open science already feels
closed off to only a select group of Super Science insiders, the last thing we need
is another outlet for self-congratulatory posturing. Just . . . do the science in as
open a way as you can, when you can.” Another poster tweets that open science
should acknowledge the many types of scholarly contributorship that people in
the group can offer.

The all-or-nothing versus buffet stances are concrete examples of how people
in the group perceive the relative importance of practices and values; how they
prioritize different things in their approach to the group enterprise. Those who
focus heavily on methods and practices at times seem to argue that open science
and reform is a zero-sum game; that giving more time to inclusivity and diversity
efforts will mean less resources go to improving methods. Those who are focused
on values, on the other hand, seem to focus more on the long-game of the reform
movement – distal goals for the future of science. They argue that making science
more kind, diverse, accessible and inclusive can be balanced with implementing
practices for better science. They demonstrate that these values can be developed
and upheld alongside methodological reforms activism.
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Linking Reform Methods and Participation in the Community

The clear lack of agreement over whether or not there is an open science commu-
nity reflects the fact that community is, in many ways, subjective. How we view
the meaning of community, and how we perceive our own roles and belonging
determine how we define community, and influence whether we agree to being
classified as being a community member. This subjective view of the concept of
the community gets more complex for some people in the group, who want to do
practices but actively exclude themselves from a community proper, not because
they focus on practices and tools, but because they do not wish to identify with
the community’s values (and/or because they reject the idea of a strictly defined
community). It is also intersubjective – the community emerges from interactions
including its interactions with other communities (what Wenger calls ‘boundary
work’), the inclusion and exclusion of certain people, defining and making con-
crete its goals and values by reification, setting norms and distinguishing itself
from other communities.

The observation of S2 and others – that there is a possible subgroup of peo-
ple who are not interested in the community, along with the cultural and social
aspects of engagement with it, while still using the tools – deserves some atten-
tion in the context of the CoP framework. In short, Wenger’s framework does
not allow for such a separation between a community and its enterprise (at least,
not the kind of separation that the word ‘superstructure’ implies). While such a
subgroup might not adhere to what Wenger calls reified “aspects of accountabil-
ity” (p. 81) such as community rules, standards and policies, that they engage in
the community’s practices is enough for them to be part of the community. This
is because when individuals engage with the tools of a community (whether in
their construction or use), a transaction opens between them and the community.
Their identity is shaped by their engagement with the community’s tools, and the
community and tools are likewise shaped by their engagement. This is because, to
Wenger, participation is itself a source of identity: “The transformative potential
goes both ways”, he declares (p. 56).

To put this more concretely, this subgroup is furthering the goals of the reform
community by practicing transparent science, and rejecting traditional scientific
‘ways of doing’ along with the community even if they do not engage with oth-
ers in the community. Now, it can be said that these people may be peripheral
in terms of their embeddedness in the community, and their participation may
be less intense than that of those who are deeply enmeshed with others in the
movement. To push this point even further, in the CoP framework, participation
is a complex process combining functions like thinking, talking and doing. Even
if some people’s engagement with the community is limited to the use of its tools,
they are still participating in the sense that they are thinking about applying the
tools to their own academic practice, doing it, and likely are, at times, having to
discuss this thinking and doing with others in their surrounds. At some point,
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these people have considered the benefits of using a novel set of tools in their
research workflow which go sometimes counter to tradition and which are some-
times not easy to apply or straightforward to learn. They have chosen to apply
the tools to their academic practice, despite these boundaries. People in their
research group, for example, might ask why they preregister their projects, or
upload their study data or software code on an online repository.

If you will allow me to exercise this idea just a bit further, we might even go
so far as to consider this subgroup themselves a community. In their choice to use
the tools of the community, while eschewing engagement with the group them-
selves, they are a community adjacent to the reform community. The products of
enterprise reification such as tools can cross boundaries between them, but there
is too much discontinuity between the communities for them to be considered as
one. I will return to this idea at a later point.

The Duality of Participation and Reification

The tension between the tools and their meaning in the overarching enterprise
of reform can be analyzed in the light of Wenger’s discussion of the tension and
duality of participation and reification. The practices and tools of the reform and
open science community are a vital part of the community reaching its goals. At
the same time, participation of members of the group is required to give meaning
to the tools, and keep their use check (avoiding the issue of the use of the tools
becoming the goals in and of themselves).

Take the use of open science badges, for instance. For some years, journals
have awarded badges to articles which reach certain standards of openness. An
article can get a badge when its author has made the article’s data available on
a public repository, and it can get one when the paper’s methods are likewise
shared. Some journals also award them when an article has been preregistered.
Journals do not always check that the authors fulfil the conditions of the badges
(i.e., that what they declare is open has actually been made so), but tend to
rely on a trust system, believing authors who say they have made their data and
materials public, or that they have preregistered the study.

These badges have become a point of much debate in the community. To
many, they are a step forward for improving science, and help increase trans-
parency in research practices, and trust in scientific literature and researchers
themselves (see Kidwell and colleagues and Schneider, Rosman, Kelava & Merk,
respectively 2016; 2021), both of which are concerns for the community after
the crisis of confidence. As each new journal adopts badges, people post excit-
edly about it on Twitter, and applaud the journal’s progression in the new, open
science order. Some have been critical of the potential for abuse of the badge sys-
tem, however, raising the concern that people might try to get the badges without
doing the necessary work for them in reality. Other points raised suggest that
human error and a lack of standardization across fields might mean that people
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do not always meet the conditions of the badges. Some see the badges as an ex-
ample of gamification of open science, finding it condescending and infantilizing.
We need infrastructure to support open science, not brownie points and walks of
shame, tweeted one reformer in 2021. Some dispute whether they work at all as
a means to incentivize transparency (see Bastian, 2017).

The badge system reifies the goals of the open science enterprise, projecting
them into scientific practice, and creating points of focus around which actors
negotiate what matters to the enterprise. Reification can be too succinct, portable,
persistent, and focused, emphasizes Wenger. When the focus is too much on the
badges themselves, we lose sight of participation, the overarching point of them in
the first place, which is to increase transparency, and, in turn, increase the quality
of research output. In other words, when a measure becomes a target in and
of itself, it risks losing its value as a measure.2 Participation is needed to avoid
such potential ‘misalignments of reification’ (p. 63; E. Wenger, 1998). When one
combines the use of reification such as the badge system with participation in the
community’s enterprise, meaning is negotiated.

To animate this idea of meaning negotiation, consider the example of repli-
cation. Replication as a topic has been explored a great deal by reformers, and
continues to be a salient point of debate. Reformers discuss what replication is
and is not. They haggle over how to define different kinds, purposes and moti-
vations for replication. They debate whether it is really useful or not as a way
of establishing scientific truth. Continuous interactions of this nature work the
group toward a particular kind of meaning; the group jointly reaches the mean-
ing of reform.

Every time meaning is negotiated in this way, where reification of science
reform ideals or concepts meets participation in interpreting their meaning to the
enterprise, what science reform is in practice is established anew. What practicing
reform means to the members of the group is re-established. Wenger’s concept
of meaning negotiation is a process of transactions; of feedback between actors
and the group, and between sub-groups of actors. By practicing science reform,
reformers do not just impose their ideas of how that process should be performed
on the rest of the movement in isolation. Nor are practices of reform simply
imposed upon them. There is a continual building up of what reform means, as
things like openness badges and replication are debated and practiced within the
community.

The Danger of Reification

Wenger warns of the ‘double edge’ of reification. Reification can be a powerful
process by which attention can be focused and support galvanized in a movement.
At the same time, it carries the risk of becoming a substitute for commitment

2Some readers might recognize this as a description of Goodhart’s Law.
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to and understanding of the goals of the movement. The enterprise of the re-
form movement is reified by tools such as preregistration, unification of national
agencies across Europe to ensure wide-scale open access publishing (Plan S), and
labels such as those discussed above which indicate group identity, to briefly re-
turn to that theme. However, people can adopt the open science label, practice
the initiatives and plaster their laptops with open science stickers, without truly
engaging meaningfully with the community and its enterprise, as I hinted before.

To further drive my argument, I will flip Ebersole’s earlier point (about the
open science label being agnostic to complexities in the group) on its head. On
one hand, ‘open science’ reflects an overarching and unifying goal, as Ebersole
implies. On the other, it obscures the important differences between people in
that group from view. The label fails to describe the complexities and diversity
of approaches to the group’s enterprise that are represented in this community.
These differences are especially masked from outsiders, who contain potential
adopters; possibly the most important people the group would like to attract.

Priorities: Negotiating the Joint Enterprise

The tension between different groups within the community pulling for differ-
ent priorities says something about the process involved in defining a joint en-
terprise. It is a process, writes Wenger, rather than a static agreement, which
“produces relations of accountability” that cannot just be boiled down to norms.
Part of defining a joint enterprise is when the enterprise is reified. Regardless of
whether you advocate an all-in approach or prefer the buffet, the debate takes
place about reified elements of the enterprise – tools, norms and so-on. But the
practice does not only include these elements of the shared repertoire. Crucially,
for Wenger’s framework, the practice also includes ways in which actors inter-
pret reified aspects of the enterprise, and integrate them into their participation
in the community. So, practice involves reification as well as the negotiated in-
terpretation of those reified elements. The reform community’s joint enterprise
is partly defined by the duality of reification and participation, as I discussed at
the end of the previous section, but also the negotiation of the interpretation of
reification and participation. Reconciling conflict and friction over interpretations
is what the enterprise is all about. How should the community prioritize certain
aspects of open science and reform, and how should they ideally be integrated
into participation?

The enterprise of reform is constantly evolving in response to exogenous as
well as endogenous change, which is an important aspect of the process of ne-
gotiating a community’s shared enterprise. In this case, consider changes from
the wider scientific community and institutions (for instance, consider the uptake
of data sharing, preregistration and registered reports), as well as from within
the reform community itself (in response to activism, feedback and critiques from
reform actors). This process for this community in particular is highly reflexive
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and complex because what they are setting out to achieve is change itself: change
within the reform community, as well as change within the academic community
within which it is situated. This means that, in practice, the joint enterprise is
perhaps more malleable and dynamic than the average CoP, and more volatile or
responsive to disruptions.

7.3 Conflict, Power and Disrupted Participation

Critique and Criticism

This section describes behavior by reform actors which has been judged as nega-
tive by other reform actors. It refers to actions and words targeting other reform
actors, as well as targeting people outside of the group (whether they are out-
group reformers or people who have conducted research that is the focus of criti-
cism). It can be called “bad behavior” or “bullying”, and people in the movement
tend to describe it in terms of problematic tone. I am referring to behavior that
to others may look too mean or aggressive. It may involve outright ad hominem
attacks, or may manifest in criticism of a research paper that seems unkind or un-
fair in some fashion. Actions and words that are intended to exclude other people
are clear examples of problematic behavior. Bad behavior in the group can be de-
fined more formally too, by SIPS and the formal OSCs, for instance. They both
list unacceptable behaviors such as “discriminating, racist, intimidating, harass-
ing, lewd, demeaning, bullying, stalking, or threatening speech or actions” and
“sustained disruption of speakers or events (verbally or physically)”. They also
note that advocating or encouraging these behaviors in others, is in itself unac-
ceptable behavior.

Note that I have categorized it based largely on how it is or can be perceived
by reform actors, rather than on whether or not it is objectively classifiable as
bad behavior, to the extent that is possible. Unsurprisingly, perspectives on what
behavior is bad and appropriate vary greatly, depending on to whom you speak.

The effects of negative behavior from individual actors and small groups are
made worse by the Twitter platform. As one interviewee lamented, “. . . Twitter
just somehow brings out the worst in people”. It’s designed that way, to polarize
and inflame people, opined another. An interviewee I spoke with in 2019 put it
plainly: “Being disliked is likely a function of Twitter as a platform as its algorithm
favors and amplifies negative content.” Alex Holcombe (@ceptional) explained it
in the context of the effects of bullying specifically: “Just that occasional twitter
users get the wrong impression of bullying being more representative, due to the
algorithms.” (2018)

Indeed, Twitter’s algorithms are intentionally written to amplify partisan and
incendiary rhetoric (Stark, Stegmann, Magin, & Jürgens, 2020). Radical and
extreme Tweets are prioritized to appear on many people’s feeds, at times even
inserted into the feeds of users who do not follow the accounts responsible for the
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tweets. Some of the effects of Twitter’s algorithms seem to vary depending on the
content, too. A large-scale study conducted in 2020 involving millions of Twitter
users revealed that the “. . . political right enjoys higher amplification compared
to the political left” (p. 1; 2022) Twitter’s meddling, driven by sophisticated
machine-learning systems, can affect hundreds of millions of tweets every day,
according to a Twitter Company blog post (J. Williams & Chowdhury, 2021). This
is a well-documented phenomenon, which gained great exposure during the 2016
US presidential election (see Darcy’s CNN Business article for a brief discussion of
the role of Twitter’s algorithms in driving political rhetoric; 2019), and it affects
all corners of the Twittersphere, including the group of people at the heart of this
ethnography.

Bad Apples or Systemic Rot?

Whether the perpetrators of problematic behavior are ‘bad apples’ (i.e., such peo-
ple are few, and likely randomly distributed in the reform population) or whether
the behavior of some people is a reflection of symptoms of a pervasive, or sys-
temic problem (i.e., they are manifestations of a sexist, racist academic culture),
is very much a topic of debate in the reform space. The majority of actors that I
have personally engaged with are of the opinion that the problem is a matter of
a few rotten actors spoiling an otherwise healthy field. “There are two and a half
people who misbehave on Twitter”, declared one actor in a session at the 2019
SIPS conference, held in Rotterdam (SIPS2019). “It’s fairly few people who tend
to cross the line by most folks’ estimation” summarized the session leader in the
notes written up afterwards. I chatted with Charlie Ebersole, a prominent reform
actor at MS2019, who seemed to confirm this, referring “a few crazy outspoken
actors” as being the root of much of the discord.

The bad apples perspective carries the risk of obscuring bigger concerns with
culture in the community. For one thing, many bad apple actors have large plat-
forms on Twitter, or are otherwise well-known or senior in the community. In
response to one of the many negative interactions between one such actor and
others in the community (2019), one reformer tweeted that the incident was the
latest case of senior people with large followings not understanding (or caring)
that their grandstanding against dissenters is destructive to the community. One
actor’s 2018 post adds complexity to this observation. They suggested that how
representative bullies are of a community is not the point. Rather, they argue,
it is a matter of those bullies having disproportionate power in a community, es-
pecially over those with relatively less power. These tweets highlight that even
though the genuine ‘bad apples’ may be few, the impact of their behavior on others
in the community should not be dismissed. In a 2021 tweet, another prominent
actor wrote that while there are relatively few bullies, there are many people who
enable them, either actively or passively. This comment highlights another prob-
lem: That it is not just the behavior of the bullies, but the (lack of) response of
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the greater group that can inflict damage.
One vocal senior reform actor explicitly criticizes the ‘bad apples’ perspective

of behavior in the community. They post that to boil the problem down to a
few bad apples is to perpetuate the bigger problem of toxic group culture. They
follow up by saying that the perspective of the problem being a matter of a few
bad apples represents a greater culture problem which leadership fosters. It is a
way of dodging the responsibility of actively fostering an inclusive culture, they
argue in their posts.

A vocal minority have brought a counter perspective to the discourse, ascrib-
ing behavior issues in the community to academic culture. This perspective is
reflected in the previous tweet. A prominent voice in the online reform discus-
sion clarifies this stance in a 2018 post. They don’t believe that the problem is
down to a few problematic “bros”, they said. Rather, the issue is that toxic behav-
iors like bullying stem from systemic social problems in science. They emphasize
that these issues are present regardless of whether it is the ‘open science’ com-
munity, or just the regular science community. S1 explained the perspective in
more detail: “The whole affair is driven by assumed epistemic privilege, moral
grandstanding, policing, and gate keeping who is allowed to do science and how.
That’s a patriarchal, authoritarian mindset in essence so there is nothing surpris-
ing about the prevalence of bros and bro culture in the movement.”

Lisa Feldman-Barrett at MS2019 shared concerns about speaking out against
bullies, regardless of which perspective you share. She pointed out that if people
imply, even unwittingly, the field is a cesspool of bad people, no one will listen
to you. Tweets I have collected give weight to this. In a session at SIPS2019,
another reform actor acknowledged these risks. Speaking truth to power, she
said, does sometimes alienate people. She concluded with the declaration that
such outcomes are inevitable.

Critique: It’s Just Business

Another angle on the systemic explanation for unwelcome behavior was men-
tioned by a few different sources in the course of interviews: a few people put
down behavior issues to the ‘business model’ of the reform community, and the
fact that the nature of the movement attracts a certain kind of person. Reforming
science can be difficult and costly, pointed out S1, because it involves taking on
the role of criticizing the work of others: “it’s their business model, it’s criticiz-
ing”, he shrugged. Another actor shared in a tweet that not every reform will
be a win-win situation, thanks to powerful, persistent, and consistently enforced
norms against reform action. S2 offered their simple explanation: “I think it’s a
fairly general mechanism, where if you have a community that kind of develops
outside of the mainstream, in part founded on the assumption that we want to
criticize people. . . ”.
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That same source went on to highlight a possible link between the goals of
the reform movement and the kinds of people that are attracted to it. “I don’t
think it’s surprising at all that people who are fairly critical and fairly disagree-
able show up more in the OSC because obviously they didn’t feel very at home
in the mainstream community.” S1 called it a ‘third variable’, speculating that
the same variable that attracts people to open science and reform activism is also
responsible for certain behavior when it comes to critique and criticism. The
possibility of reform ‘attracting’ certain people has also been brought up on Twit-
ter. In 2021, one actor stated that open science attracts non-conformists who are
high in openness but low on agreeableness. He went on to point out a distinc-
tion that is often glossed over in Twitter debate: not all disagreeable actors are
bullies, particularly when they fight power. Another actor was less charitable in
speaking about reform attracting particular characters. A movement focusing on
overturning traditional, accepted scientific practice will inevitably attract many
people who are inclined to bully or be bigots. Openness, they concluded, means
openness to bullying and aggressive behavior.

Other users were less nuanced in their criticism of reformers. For instance,
one wrote that people who are hated in their fields responded by starting Twit-
ter accounts and advocating for open science on them. This kind of criticism is
not without push-back from others in the group, however. In 2018, one person
tweeted that their intent to take open science back from “assholes” on behalf
of others in the movement who care about scientific credibility, and know that
people must support each others’ efforts to do better science if they are in a com-
munity focused on such a goal. Laura Scherer (@ldscherer) tweeted a similar
statement, in the context of sharing a negative experience with another actor in
the group: “Just one final thought: In spite of this experience, open science and
science reform are really important to me. And it won’t stop being important to
me because some people who have an “open science” identity have bad takes,
or are even total assholes, on twitter”. (2021) Statements like this reflect an ac-
knowledgment on the part of reform actors that the goals and values of the reform
movement are important to uphold and persist with, despite the actions of some
problematic characters damaging the image of the movement.

Impacts of Bad Behavior

Irrespective of whether bad behavior is perpetrated by a few bad apples, or
whether its roots lie in deeper, systemic issues of culture, the majority of the
group recognize that it carries serious consequences. These consequences affect
the in-group, as well as actors who would potentially join the reform space, or
associated practice communities (potential adopters).

Negative behavior affects the in-group. The behavior itself can create discord
and feelings of alienation or exclusion, and it can make people afraid to engage
with the group. In a 2019 post, one reformer wrote that the negative behavior of
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some in the community won’t stop people who are committed to open science and
have the resources to invest in it, but that it might fracture the community and
create negativity. This, declared the poster, is the opposite of what open science
means.

Negative behavior can affect individuals indirectly, too, and not in ways that
one might expect: For example, Lisa DeBruine (@LisaDeBruine) shared that the
gap between her own experience and others labeling negative behavior in the
community was taking its toll: “Tonight I’m feeling weirdly excluded from the
open science community, not by people in it, but by people outside insisting it’s
all “bros”, which is so far from my experience that I have to assume they must
be excluding me (and tons of awesome women and men) from the community.”
(2018)

Negative behavior can have the effect of disproportionately affecting early-
career researchers (ECRs), as they have relatively less career security and expe-
rience, and can potentially be more easily intimidated. Importantly for the goals
of the movement, it may discourage them from engaging in the discourse. In
2019, one disillusioned person posted that, for them (an ECR observing from
the sidelines) it was disappointing to see senior scientists shutting down those
whose opinions counter their own. If dissenting leads to being mocked on Twitter,
warned the poster, the response by many ECRs might be to just keep quiet next
time. It is not just in-group ECRs that might be discouraged from involvement
with the group either: bad behavior from within the movement will doubtless
drive many potential adopters away, regardless of their academic career status.
This is a concern that is regularly expressed by reform actors and those on the
outside looking in alike.

Crucially, negative behavior from the in-group can impact the likelihood of
others joining the movement, or adopting its practices. As most tweets are pub-
licly available, people on the fringes and outside of the reform group can watch
group’s Twitter engagements as they happen, or use Twitter’s search engine to go
through the threads. It appears that many people are not happy with the face of
the movement that outsiders are likely to have seen. Tweets like the following
give a sense of this concern: “Wow Open ScienceTM seems like such an accepting
and kind group of people #sarcasm”3 (Blommaert, J. [@drjulie_b], 2017), and
“I had to deal w/a lot of trolls today in my feed. But I feel worst for people who
replied and then had to put up w/the random racist, sexist trolling that has be-
come standard fare in the “open” science community. Just look at the progression
of this shit. Ya’ll got a problem.” (Rai, T. [@tage_rai], 2020)

3Note here the use of the trademark – this is often used by people on Twitter as a means of
drawing attention to negative behavior relating to the OSC, as one reform actor suggests in a reply
to someone querying its use that it is a sardonic and witty poke at negative behaviors from open
science advocates. It also indicates that it is a trademark of the community, that the community is
known for this and is part of its identity.
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One reformer, who has been involved with reform activity from a point in time
early in the ‘crisis of confidence era’, sets the issue out very simply in a tweet from
2020. They posted that in-fighting in the reform movement has led to the erosion
of the communal mission. An interviewee I spoke with in 2021 echoes this con-
cern, framing it in terms of the role the group can have in encouraging people to
join the movement with kindness and empathy: “I think there are better ways. . . I
think about the way you learn a new thing or be convinced by something, you
would want to be convinced or taught in a way that is kind and empathetic. . . it’s
not the best use of our time to yell at other, especially at early career researchers
who might not be in a position to implement these changes.” Another Twitter user
flips the issue around, explaining in a 2017 post that the warmth and openness
of the community’s culture plays a crucial role in encouraging promotion of open
science and reform, for those who believe open science and reform are impor-
tant. An eloquent post by William Ngiam (@will_ngiam) echoes their sentiment:
“Advocating for transparent and open science involves empowering researchers
to engage in reproducible practices and lowering barriers to do so, such as by
creating accessible tools, collaboration and guides – not to bully and shame them
into it.” (2021)

How Should the Community Handle Bad Actors?

As one might expect, how the group reacts to and engages with one another on
the issue of bullying and misbehavior is a point of heavy contention. As with any
other context, from the schoolyard to the workplace, people can address objec-
tionable behavior in two main ways. People can either ignore the behavior, and
act as though the perpetrator is not there, or engage with the behavior directly,
confronting the perpetrator, even perhaps to the point of actively excluding them
from the group. These two approaches are reflected in my findings.

Brian Nosek (@BrianNosek), the person behind COS and someone people
widely regard as a major figure in the movement, opts for the first approach:
“The behavior is corrosive and counterproductive. It isn’t obvious to me whether
there is anything to do but ignore it – give it no extra oxygen.” (2019) In an inter-
view with me in 2021, he provided some more reasoning behind this approach:
“Personally, I try to live by the values, goals, and style that I believe are impor-
tant and I aspire for the open science community. Given the structure of twitter,
I rarely think that engaging directly with misbehavior leads to productive shap-
ing of positive norms and values for the community. There are many exceptions
of course. But mostly, I think positive, productive norms are set in that medium
by ignoring people that behave poorly so that their misbehavior is not very visi-
ble and the actor’s behavior is not reinforced by giving them attention.” Despite
Nosek’s tweets, many in the group are dissatisfied with what they see as passivity.

Their discussions on Twitter demonstrate clearly that they want a more ac-
tive response to bad behavior. Several members of the group have spoken out
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against bullies, discussing ‘weeding’, or calling them out individually for their
behavior. As one Twitter user put it, bullies can’t just be allowed to hijack the
movement – they should be called out directly. Sophia Crüwell (@cruwelli) has
been vocal about her thoughts on handling bullies: “We should call people out,
but individually (as has been done before). Blanket statements dismissing the
entire movement and its practices are just as unhelpful as the bros.”; “But some-
one needs to call out individual bad actors, otherwise it’s just smoke? And I’ve
said this somewhere else but I truly do not think that the community is tolerating
bullies - people are called out for any truly bad behaviour, and they do see (some)
consequences for this.” (2018) Another person framed their approach differently,
stating that because bullies thrive when they are ignored, their behavior needs
to be explicitly and directly addressed. It is more important to condemn the be-
havior, says the source, than to worry about whether or not bullies represent the
community more generally. This perspective provides a counterpoint to Nosek’s
reasoning for ignoring bad actors.

Problematic Actors- Limitations of the CoP Framework

At this juncture, it is perhaps useful to consider some limitations to Wenger’s CoP
framework as it is applied to the reform community. Firstly, as Hong and O (2009)
point out, Wenger’s CoP framework does not thoroughly address conflict and dis-
agreement in communities. To some extent, they write, this is because previous
studies have tended to focus on single occupational groups which share idiosyn-
cratic cultures. This is a limitation of the framework, because many communities
contain individuals with very different worldviews and identities, some of which
conflict. Additionally, power is unevenly distributed across the community.

Hong and O highlight the role that power differentials can play in conflict in
communities of practice. In their study, “intercommunity relations were struc-
tured and sustained to the advantage of the more powerful group” (2009; p.
322). They argue that dominant groups in the community pursue their own brand
of the shared enterprise, potentially at the expense of other, less powerful groups
through controlling rhetoric and resources. This has the potential to strongly in-
fluence the participation of certain members and sub-groups in the community in
the shared enterprise. The reform movement is just like any other community, in
this sense: there are more powerful groups and less powerful groups that exist.

This raises another shortcoming of Wenger’s CoP for its use in this analysis.
Fox (2000) correctly states that Wenger’s 1998 framework does not really tackle
issues of unequal power distribution (power is addressed in brief footnotes, rather
than head on in the main text, writes Fox). The framework handles the issue of
power as a part of identity formation, though this is not surprising given the focus
on identity in the book. I will briefly discuss power in the reform community
through the lens of Bourdieu’s social capital theory (Bourdieu, 1986).
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Power can mean different things in the reform community, but, as with other
communities, it tends to be in the hands of people with the loudest voices, and
with the most privilege. Some power can be transferred from the wider academic
community to the reform community. For instance, senior white men and women
from wealthy backgrounds in academia may be able to step into the reform com-
munity and carry some of that capital with them. They might have a ‘feel for the
game’ already (in Bourdieu’s social capital theory, this is called cultural capital;
Bourdieu, 1990) and may benefit from that knowledge and intuition in the reform
community. Power might also be conferred to people who have had a notable role
in founding and contributing to the reform movement. For instance, Brian Nosek
founded the Center for Open Science (COS) and led the now-iconic large-scale
open science collaboration paper of 2015 which reported that more than a third
of social and cognitive psychology papers did not replicate. Arguably, he is an
actor in the community who wields a great deal of power. In this case, economic
capital figures in, as Nosek and his team at COS have been the beneficiary of over
20 million USD since its foundation in 2013. This allows him and others associ-
ated with COS to gain influence in the community as they feature on high-profile
projects and publications, gain cites from these and recognition from peers. They
gain legitimacy in (as well as outside of) the community in this manner.

Interestingly, Nosek is a good example of transferring power from the wider
community to the reform community: He already had gained significant social
capital not only as a white man, but also from his work developing the now-
influential Implicit Association Test. This work led to Nosek and two others
(Greenwald and Banaji) founding Project Implicit, which is a large non-profit
organization with an international research team which collaborate to meet the
organization’s aims to educate the public about implicit human biases, and collect
data on the topic (see https://www.projectimplicit.net).

Yet others are powerful in the community because of the nature of their own
social standing, or popularity and their deep embeddedness in the community.
Bourdieu (p. 248; 1986) considered someone with a high degree of social capital
to have access to “a durable network of more or less institutionalized relation-
ships of mutual acquaintance and recognition”. Some in the reform and open
science space are well-known figures because of a high degree of participation
in the community. They contribute to several of the enterprise’s artifacts – tools
or practices, articles, workshops as well as the public discourse we see on (for
instance) Twitter. That is, they are visible, and become trusted, knowledgeable
figures in the community, and gain status and legitimacy in that sense.

Part of the community’s activity aims to redistribute power. The bropenscience
hashtag has been pegged as a way of drawing attention to, and helping dis-
mantle structural power imbalances in the scientific community. A session at
SIPS2021 focused on this issue: “an overview of how science. . . upholds colo-
nialism and perpetuates harmful patterns of extraction and power imbalance. We
will. . . discuss anti-racist, open science, and community-based methodologies that
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can change the way we do science and mitigate these harms.” Despite attempts
like these, plenty of skeptics exist who argue that open science and the scientific
reform movement replicates the power imbalances and inequalities that exist in
the traditional research system.

Bad behavior as a Disruptor

Wenger’s 1998 CoP framework does not address problematic or disruptive actors,
but I can put an analysis of their potential impact into terms of the framework
myself. First, gate-keeping and bullying by some actors is likely to affect others’
perceptions of belonging by undermining their perceptions of their own legiti-
macy and centrality in the community, and by making them question whether or
not their individual identity is aligned with the group identity and greater enter-
prise. It could discourage greater participation in the community which in turn
could inhibit the community’s practice and stymie its progress, if we think about
it in the extreme. Ultimately, bullying within the community can push people
to the edges of the community, where it does not take much for one to feel like
a complete outsider. Wenger discusses peripherality in a CoP, calling it an am-
biguous position, and writes that peripherality is a position where actors are kept
from moving further inward, toward participation: “Practice can be guarded or
available, membership can be daunting or a welcoming invitation, a CoP can be
a fortress just as it can be an open door.” (p. 120)

The literature on social group dynamics highlights the significance of prob-
lematic group members on the characteristics and function of the group. Barrick,
Stewart, Neubert, and Mount (1998), for instance, demonstrated that “worst”
member’s personality attributes were much stronger predictors of group cohe-
sion (and performance) than the “best” member’s personality attributes or the
group’s mean personality scores. In other words, the group’s ‘personality’ is op-
erationalized by the personality of the worst group member. As Felps, Mitchell
and Byington (2006) put it, “a dysfunctional member’s behavior inhibits essen-
tial group functions, processes, and goals.” (p. 180) Of course, not all group
members feel as though they are part of a team, meaning that the group’s cohe-
sion and performance in terms of a movement’s progress are unimportant (or, at
least, of a lower priority than the individual’s goals). Many do, however, and the
concern that their community’s image is tarnished by the actions and words of
some disagreeable members can cause much anguish. One actor posted that they
were troubled about the idea of people associating them with a community that
includes and tolerates bullies.
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7.4 Reform and Open Science: A Constellation of
Practices

As I have already discussed, Wenger’s CoP framework describes two kinds of co-
operative enterprises: communities of practice and constellations of practice. The
analysis of this chapter was carried out under the implicit assumption that the re-
form and open community was a single CoP, and my interpretations reflect that
assumption. However, it is my opinion that my analysis of the community can go
further – that more detail about the group will surface – if it is treated as a con-
stellation of practices. For one thing, treating the community as a constellation
will explicitly address the discontinuities that I have come to believe are an inte-
gral part of their structure. To acknowledge that the community is too diffuse and
divided by nature may better explain some of the findings this ethnography has
yielded, and shed light on interesting and fundamental features of the community
that treating it as a single, unified CoP might gloss over.

Open Sciences, not Open Science

My observation that the community under my study is a constellation of prac-
tices is reflected in the opinions of some in the community, and many feel that
multiple communities exist under the umbrella of ‘open’ and the reform move-
ment. In a thread about prioritizing values in the community, Gjalt-Jorn Peters
made a link between prioritization of values and departing from the idea of a
single, unified community: “And I’m increasingly feeling that if a community is
to some degree about values/ideals, there are inevitably people who disagree.
We don’t need one community with everybody; we can have lots of communities,
too; and community- less/-fluid people, too.” (2020b) He continued: “It leaves
more room for diversification, live and let live, etc, where being in any single
community doesn’t matter so much any more. People can just be as ‘commu-
nal’ as they feel comfortable with, and each community can include/exclude as
they deem consistent with their values.” (2020a) S4 described the open science
community as not being a single community, but instead being “little pockets of
people” with different practical interests. S3 shared similar thoughts, that the
community is diffuse with shifting boundaries. They also suggest that there are
sub-communities, and that these might be defined by the platform they use to
communicate. Interestingly, they also integrate the element of time, and how the
group has moved to various different platforms as it has grown and matured: “I
think in the early days there was a lot of stuff on Facebook, and the ‘Psych Meth-
ods’ discussion group and then on Twitter, and so in a sort of public sphere. . . and
now I think some of the more interesting discourse is moving to Slacks and direct
messages, partly because people are more cautious about what they say publicly.4

4Slack is a platform that is gaining popularity among academic groups. It is used to coordinate
events and collaborations, and acts a little like instant-messaging among the group. Slack channels
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So I would say these are sub-communities. So we have the people on my blog,
and we talk privately, and what we say is less guarded.”

Another person I spoke with informally (Source 5; S5) shared the view that
there is not just one brand of reform. To this source, people participate in the
community in different ways depending on things like their scientific discipline
and geographical location, which affect their nature and degree of participation
with the community, and how they interpret the collective enterprise. In the mind
of another informant, S2, as the group has grown and developed since its initial
formation, it has become less and less like a single, cohesive community: “It’s
very loosely defined. . . I think in the beginning I think it was a very small group of
people, then it expanded, and I think the SIPS conference in the Netherlands, was
like 800 participants or so, that was the moment where you could really speak of
a community. Because everyone was doing it in some way or other. And by doing
it I mean, using open science principles.” I think it is likely that, as it grows and
develops, this group is becoming increasingly more like a constellation. Perhaps,
as the group has grown, it has attracted different kinds of researchers, and a
plurality of its goals and dimensions has emerged, creating a constellation-like
structure with distinct and somewhat independent groups operating in parallel
towards the communal goal.

Heterogeneity in the Community

When we consider describing the reform and open science community as a con-
stellation of practices, we open up the possibility of highlighting differences and
divisions among the group. Analyzing these differences and what they can mean
for the group enterprise becomes fruitful when the lens of the constellation is ap-
plied. In the context of talking about problems within the community, Hartgerink
shared an analysis of differences between in-group members and what it may
mean for the movement’s progress: “These differences emerged. . . they come to
the forefront, because as a community starts making progress, there’s more in-
ternal discussion possible because you have less of an urgency. . . the low hanging
fruit gets taken away. . . ” In Hartgerink’s view, we might see divisions and factions
in the community as signs of progress. To break from the idea of a homogeneous,
unified community to give people space to diverge from a single set of priorities
is likely to also give the movement some air to allow it to grow and progress, and
perhaps mature.

The topic of the group’s heterogeneity has been discussed at length among the
group, in the context of its identity. Many have stated that the group is more di-
verse and heterogeneous than others say it is, and than it appears to be on Twitter
(although, one actor did share his concern that the group is at risk of falling into

are accessible to people who have an invitation to join the channel. Some groups make the link
publicly available, meaning that the only barrier to participation is having a Slack account and
joining with the link, but others limit who can join thereby keeping the group’s chat private.

118



7.5. Boundaries and Discontinuity in a Constellation

the trap of saying they’re diverse without working to ensure the group are diverse
in reality). The INOSC Starter Kit documentation explicitly instructs potential
OSC-forming groups to begin with a heterogeneous group of initial members:
“In the initial stages of an OSC, attracting members is most effective by word of
mouth. . . Note that it matters a lot who your initial members are. If all your initial
members are from one faculty, it will be more difficult to attract members from other
faculties at a later stage, because they will think that this community is not for them.
The same goes for OS expertise. If you only have OS experts as members, newcomers
will be more reluctant to join. Thus, make sure that your initial members are a
heterogeneous group.”

Heterogeneity and Productivity

In Wenger’s framework, diversity is just as important as homogeneity in terms of
how engagement in practice is made productive, and even possible in the first
place. Certainly, the reform/open community is an ill-defined group in many
senses. They represent most scientific disciplines, are from all stages in the aca-
demic career trajectory, are of different genders and racial backgrounds, and hold
a multitude of different views on the scientific enterprise and how and why it
should be reformed. But because they are all responsive to problems in the tra-
ditional scientific enterprise, they are connected by mutual engagement. Let me
emphasize here, that what seems to connect all of these CoPs in the constellation
(i.e., what makes them a constellation – a cluster of visible entities which form
some kind of outline or pattern) is their engagement with problems. The energy
of each of the CoPs in the constellation is used to solve serious problems in science
and academia; that is their affinity space (Gee, 2005).

Wenger also highlights that working together in their capacity as reformers
can create differences in and of itself. They specialize and focus on different re-
form practices and approaches to the problems, gain reputations, and distinguish
themselves in the community. Each person makes their own niche in the group,
which becomes more integrated as well as defined during their engagement. This
is why, argues Wenger, “homogeneity is neither a requirement for, nor the result
of, the development of a community of practice.” (p. 75) A key point Wenger
makes in considering heterogeneity, is that peace and harmony are not require-
ments for, nor the results of a CoP. Observations that S2 and S3 made, namely
that most cases in which sustained interpersonal interactions take place generate
conflict and friction, push this idea further. To them, conflict is nearly inevitable;
almost an expectation or a concession to be made.

7.5 Boundaries and Discontinuity in a Constellation

A constellation of practices includes multiple overlapping interdependent commu-
nities, which implies multiple boundaries, or sociocultural differences (barriers
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and interfaces, even) between practices which lead to discontinuities in actions
or interactions (Kislov, 2014). These boundaries, argues Kislov, are unavoidable
because they are underpinned by differences between communities: diverging
competences, histories, styles, and discourses and, perhaps most importantly,
identities. Crucially, we must recognise that such boundaries are the result of
boundary work, meaning that they are actively constructed. Evidence of bound-
ary discontinuity can be found in abundance in the material my ethnographic
work has generated, and can be clearly seen in my analyses in this chapter.

Consider, for instance, differences in how the group interprets the collective
enterprise, particularly in its approach to reforming science. For some commu-
nities in the constellation (including the all-in actors), the enterprise is all about
the aims and objectives of the movement in terms of coming up with concrete
practices and tools, and using them (as many as possible) to achieve better, more
transparent science. For others, such as the ‘buffet’ advocates, the idea centers
more around bettering science holistically, and the enterprise should target all
facets of that task, from diversity and inclusion to transparency and quality. These
differences reflect the coexistence of separate ‘reform identities’, rather than one
single collective identity.

The analyses of this chapter reveal evidence of preexisting boundaries within
the constellation that are structural in that they line up with different scientific
disciplines or traditions. One can also see, however, that boundaries have become
erected between groups in a somewhat organic fashion. These boundaries (and
the discontinuities, or ruptures in practice that they can cause) have materialized
largely in response to disagreements over how bullies should be handled, and
what the nature of scientific critique should be. Kislov argues that the structure
of a constellation can promote the reproduction of existing boundaries, and I find
that a likely possibility in this case because preexisting disciplinary/traditional
differences are carried over into the group’s negotiation of meaning.

Consider, for instance, the discussion about replication. Replication (and in-
deed, the lack of replication success), as I mentioned in a previous chapter, is a key
element of the open science enterprise. This is problematic for some reform ac-
tors, however, because replication is not a concept which is easily ‘translated’ into
qualitative research because of the lack of reliance on quantitative data (and nor
should it be, argue some). And yet, many of the tools developed by the reform
and open community center on increasing replication success rates, and much
of the literature discusses that high levels of reproducibility are desirable, and
a mark of a healthy scientific field. Additionally, much of the Twitter discourse I
have observed informally advances this narrative. Evidently the divisions between
quantitative and qualitative disciplines in academia are reflected, perpetuated or
even exaggerated in the reform constellation. Consider too, theory-focused re-
formers, who tend to argue that things like replication and preregistration should
not have the central place in reform that it is usually given.
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Forces to Help or Hinder Science Reform

Kislov (2014) explores the duality and ambiguity that arises when we consider
the nature of boundaries in the context of a constellation. Kislov argues that
boundaries have an inherent duality about how they affect practice across con-
stellations. On the one hand, he says, boundaries can be responsible for “innova-
tion, learning and cross-fertilization between practices” (p. 3). In the way that
interdisciplinary research can yield rich and valuable scientific insight because
of the combination of methods and analysis approaches from different fields, so
too can different CoPs in a constellation learn from and enrich one another. The
‘metascience’-focused CoPs, for instance, would benefit from insights from science
and technology studies (STS). Their often highly applied approach, with a focus
on data, might gain legitimacy from deeper engagement with existing theory.

On the other hand, says Kislov, boundaries can be the cause of “separation,
fragmentation, and disconnection” (p. 3). As became apparent to me (and sev-
eral others) at MS2019, a fracture has opened up between metascience and STS.
When the organizers of MS2019 opened the conference with claims of establish-
ing a new field. The conference website stated its objectives as follows:

During this decade, we have witnessed the emergence of a new dis-
cipline called metascience, metaresearch, or the science of science.
Most exciting was the fact that this is emerging as a truly interdisci-
plinary enterprise with contributors from every domain of research.
This symposium served as a formative meeting for metascience as a
discipline.

The conference website further shared the aim of bringing together “leading
scholars” who are investigating issues such as how scientists generate ideas, how
they interpret and treat evidence, and what the cultures and norms of science
are. These claims needled many STS scholars, understandably; STS has been
grappling with questions like this for decades, and it would seem, based on the
conference website and program, as though most metascience researchers have
not made a meaningful attempt to engage with their work on the topic. The Twit-
ter discussion was fraught with frustration on the part of some vocal STS’ers using
Twitter. The responses ranged from musings that metascience was reinventing the
wheel or rebooting the Vienna Circle, to confusion over why metascience might
set itself apart from STS, to outrage at the idea that metascience was re-branding
STS as if STS didn’t already exist.

From the perspective of the reform-minded STS-grounded CoP, the meta-
science CoP opened a chasm between them by not engaging with STS scholarship
prior to claiming their new ‘territory’. This disconnection between these CoPs
within the constellation shows that boundaries can be tricky to navigate and that
misunderstandings and slights can easily lead to fragmentation.
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This implies that depending on what forces are in play, differences between
groups can be productive (e.g., by cross-fertilization, in Kislov’s words) or a hin-
drance (e.g., by fragmentation) to the shared enterprise. Several forces vie for
control in this constellation. Some forces are neither ‘good’ (such as ones which
are constructive, focused on building community inclusivity, for instance) nor
‘bad’ (e.g., destructive ones, such as bullying). Most of them are complex in prac-
tice and can lead to either discontinuities or connections between communities in
a constellation depending on a number of factors.

One dominant force to consider is the Twitter platform itself. Although Twitter
provides a platform for much informal exchange between co-participants (which
should help establish continuity within the constellation, implies Kislov; 2014),
the character limit of tweets does not allow for nuanced or lengthy explanations of
perspectives, which can fuel tensions, and contribute to the widening of ruptures
in the fabric of the constellation between communities.

We also must consider boundary objects and interactions (Star & Griesemer,
1989). Boundary objects are artifacts, processes and concepts that bridge bound-
aries, and can be used by communities in collaboration with one another. Star
and Griesemer discuss these in the context of the various organizations and bod-
ies present in the scientific enterprise. They explain that scientists have to grapple
with keeping important information and its meaning intact in the face of the great
diversity represented in science (p. 388, ibid).

Wenger noted that boundary objects are malleable and vague enough to func-
tion in different contexts and cultures, yet robust enough to allow communica-
tion across boundaries. Examples of reform constellation boundary objects are
concepts like validity and scientific integrity. These concepts can mean different
things depending on their application. For instance, validity is a highly malleable
concept, varying in its meaning depending on the discipline applying it. Valid-
ity is assessed and achieved differently for qualitative versus quantitative studies,
however it is easily recognizable as a concept across all of science. Boundary in-
teractions can take the form of discussions, meetings and cross-boundary projects.
Conferences such as AIMOS and Metascience are examples of reform constella-
tion boundary interactions.

The reform constellation is rich with boundary objects, and I posit that this
is because each of the communities in the constellation are deeply rooted within
the same concerns: of the poor state of the scientific enterprise. I argue that the
crisis of confidence has been a common starting point for many if not most sub-
communities under my study, and that even though the communities disagree
about approaches to reform and rules of engagement, they agree that something
must be done to improve science, going forward. Whether it is to focus on im-
proving how we develop theory and link it to empirical study, or to make all re-
search material open, or to fight questionable research practices through the use
of checks, systems and software. This is a good example of a boundary object.
Everyone agrees that something must be done (which is the core of the boundary
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object) but different groups can and do interpret this something differently, and
have different competencies to apply when trying to resolve it. Boundary objects
serve to coordinate the perspectives of the communities in the constellation, and
reification of the joint enterprise is at the heart of this.

Boundary objects can act as barriers to progress, though, Kislov cautions, if
they are used to reinforce established power structures, or solidify actor status.
It is possible that this occurs to some degree in the reform constellation. Coming
back to an earlier point about the emphasis on replication, for instance, it is likely
that some boundary objects are used to perpetuate power differentials among
CoPs. Historically, replication has been prioritized in the movement. Replica-
tion, in the minds of many prominent actors, is an important tool for diagnosing
flimsy effects in the literature, and as a test for new ideas before they are released
into published record. But, it is not always easy or possible to apply to all dis-
ciplines. It is malleable to a degree – LeCompte and Goetz, among others, talk
about replicating qualitative research (LeCompte & Goetz, 1982) – but it is much
more easily achieved in quantitative research studies. In prioritizing replication
(through funding and rhetoric, for instance), positivist fields are prioritized over
those focused on interpretation, and can maintain their place at the top of the hi-
erarchy in science.5 Those who happen to study and perform replications can gain
capital over those who are in, say, ethnographic or phenomenological traditions.

Boundary interactions can generate and reinforce connections between peo-
ple from different CoPs, and they are plentiful in the reform constellation as is the
case for boundary objects. This is perhaps in part because the reform constellation
is situated within the broader context of academia, and boundary interactions like
conferences, meetings, visits and projects occur between different academic CoPs
all the time. Conferences are a good example of this, at which interdisciplinary
and inter-institutional meetings between scientists occur. The emergence of new
boundary practices, during such interactions, is accompanied by the transforma-
tion of identity and meaning, and requires continuous collaborative work across
boundaries, says Kislov. It is unclear to me whether different CoPs within the
reform constellation are willing to exert the kind of effort that the negotiation of
joint identity and meaning between CoPs would demand.

Clear barriers to the fruitfulness of the joint enterprise exist: take trust and
respect as examples. I have observed mistrust and lack of respect between some
groups in the constellation, in the way that people refer to others, and in the way
that people wield power. As a concrete example, some actors choose not to cite
others’ work even though it is clear that they are aware of it, and that it should
be cited. S1 spoke to me about this, finding that the lack of willingness by some

5This is in comparison with qualitative research which has long been relegated to the ‘lower
rung’ of the quality ladder (Sandelowski, 2000). An attitude due, at least in part, to perceived
problems with reliability, validity and generalizability (LeCompte & Goetz, 1982), and negative
attitudes towards subjectivity (Maykut & Morehouse, 2002; Nau, 1995).
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in the reform space to appreciate the scientific labor of others, and to gauge its
scientific impact properly, is a pervasive problem in the reform literature.

Another example is incentives, or a lack thereof. From what I can tell, no
obvious incentives exist to establish and reinforce cross-boundary co-operation or
knowledge-sharing. In organizational contexts (which are usually studied in the
CoP literature), systems to facilitate sharing can be set up and resources funnelled
into such efforts. Because the reform constellation spans the globe and is not
embedded in a single institution, such a thing is difficult. Sub-communities are
not incentivized to bridge the ruptures in the constellation, and so it is more
straightforward to see differences than to work to realize similarities.

I have so far discussed two kinds of ‘boundary bridges’: boundary objects and
boundary interactions, but as I outlined in the previous chapter, Wenger’s frame-
work refers to a third kind: brokers. Brokers are actors who hold membership in
multiple CoPs in a constellation, and act to facilitate interactions and coordinate
practice between those CoPs. In a sense, brokers themselves are boundary objects,
because they are flexible in their identity as they must renegotiate it depending on
which community they are participating at a given time. That flexibility is mani-
fested in brokers’ needs to have an understanding of each CoP in which they are
members, as well as legitimacy as negotiators and interest in the role. Informal
brokering goes on within the reform constellation, as people straddling differ-
ent CoPs attempt to navigate their different identities, and broker connections
between them.

I have observed what can be interpreted as brokering in discussions on Twit-
ter. Brokers often act like mediators in ‘arguments’, deescalating debates, and
smoothing over friction and tension between actors. I have been able to ‘tell’ who
some of the reform constellation brokers are by the fact that their perspectives are
entertained, or ‘listened to’ by the different arguing parties. Arguments on Twitter
often end up in people disengaging from the debate or blocking one another, but
brokers are sometimes able to maintain the discussion and bring about some kind
of truce, at least in some cases. This is because they are taken seriously by both
sides, because they have legitimacy and authority in both groups.

In the previous chapter, I discussed Stavroula Kousta as a concrete example of
what I argue is a broker between two clearly distinguishable CoPs. As the editor-
in-chief of Nature: Human Behavior (NHB), she has a defined leadership role in
a CoP which represents the traditional science enterprise the reform movement
is trying to change. Naturally, this may categorize Kousta as the enemy, or at
least, not ‘one of us’. Despite her role in NHB, she is interested in engaging with
open science practices and takes time to attend science reform conferences and
workshops (like, for instance, MS2021 and the Lorentz Center Perspectives on
Error Workshop of 2021, at which she was a speaker on publishing reform).

Her interest in the role of brokering is, to me, obvious. She penned the follow-
ing in a 2022 NHB feature article on highlights of the first five years of the jour-
nal’s existence: “When I took on the role of launching Nature Human Behaviour,
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I wanted to create a multidisciplinary journal that stood for rigorous science that
makes a difference in the real world. Over the years, we’ve published several im-
portant research papers that embody this vision. [. . . ] Two Perspectives helped to
set the tone for the journal from our very first issue. “A manifesto for reproducible
science”, the product of a collaboration among ten metascientists, has become a text-
book reference for the open science community since its publication. The manifesto
went beyond enumerating the ways in which science has been failing to distil steps
and initiatives required to support credible science. These views and ideas are at
the heart of the journal’s identity and have become key in the transformation of a
reproducibility crisis to a credibility revolution in science.” (p. 12; Antusch et al.,
2022)

That Kousta chose to highlight what is now a somewhat iconic paper for the
reform and open science literature (already cited over 1900 times at the time
of this writing, in April 2022, and authored by a range of high-profile reform
actors including Brian Nosek, Dorothy Bishop, Chris Chambers and Eric-Jan Wa-
genmakers) shows her interest in the topic, and that she wishes to act as a conduit
between the reform community and her Nature outlet.
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Network Analysis

8.1 General Introduction and Challenges

What is the open science and reform community? How can we delineate its bounds;
that is, who are members of the community, and who are non-members? What are
their characteristics? How are the connections between the group structured? Are
there clear, cohesive subgroups, or is the group generally cohesive?

These questions are central to the work this dissertation presents, but finding
answers has been a challenge. The root of the difficulty lies in the fact that no
single formal community exists which encompasses everyone who has an interest
in or practices open science, or who is part of the scientific reform movement.
They are not like a football team or the staff of a supermarket, who wear physical
evidence of their affiliation to help people identify them. They are not registered
on an online roll, or in a database on a server somewhere, and they do not meet
regularly in the same place. They are spread across the world, occupying every
continent, have representatives in most universites and research institutes. Many
people choose to openly identify with the group, and do so in various ways, while
others prefer not to identify with the group at all and reject others’ attempts to
associate them. In other words, delineating the community, or determining what
the ‘sample’ is, is difficult.

I attempted to work around this issue of delineation through in-depth study
of the possible open science and reform group, approaching the study from qual-
itative and quantitative angles. In this chapter, I explore a few possible facets of
the online community, using a network analysis approach to describe patterns of
connections among some actors within the open science and reform space which
are captured by Twitter. I consider the findings in the light of the conclusions
of the previous chapter: The complexities and structure of the open and reform
community can be most easily revealed, and their activity analyzed when they
are considered a constellation of communities of practice, rather than a single
community of practice.
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It is also important to mention that the research I describe in this chapter is
highly exploratory. I do not attempt to test any hypotheses or investigate explicit
research questions using the data I describe here. As a researcher who has been
thinking about this community and its possible structural configuration for some
time, I naturally have my own ideas and expectations, although I refrain from
formally explicating them. I opt to interpret patterns in the data instead, and
link them to other observations and findings in this dissertation where appropri-
ate. Second, the population parameters relating to the group of people under
study are unknown. As I discussed previously, communities – particularly those
online – can be notoriously difficult to delineate. This is the case for this commu-
nity (or constellation thereof), and we carry the limitations this implies with us
throughout the following descriptions and analyses. I attempt to grapple with the
identification of a sample of the open science, metascience and reform presence
online, with the full knowledge that the validity of this attempt hinges on the
methods I use to collect my data. I explore this dissertation’s limitations in detail
in the final section, where I underline them in relation to my findings.

8.2 Introduction to Social Network Analysis

Data are everywhere. We generate data constantly, even when going through the
most mundane motions of everyday life: when we note down a callback number
left on a voicemail, scribble a unintelligible shopping list on the back of an old
cashier’s receipt, leave a post-it note to a spouse reminding them to get things for
dinner. As we shop online, playing the role of the consumer, we generate chains
of different data. Our purchases will also train Google’s targeted advertising to
market similar products and services to us. With the internet, these data can be
generated and transmitted in less time as it takes to take a deep breath and regret
that last impulse purchase.

It is not only in the role of consumer that we contribute to big data. In an age
of user-generated online content and online social media, the lives of most people
are heavily influenced by online activity. This includes social interactions, which
involves the use of online social media platforms. One such platform is Twitter,
one of the most visited websites since 2013. Twitter is a tool which allows for the
generation of great amounts of data. As I mentioned in Chapter 3, approximately
500 million tweets are posted by the platform’s users per day. In addition to being
a repository for a huge archive of tweets, Twitter also retains demographic and
geographical data for each of its registered users.

A third kind of data handled by Twitter is in the form of social ties. As I will
discuss later in this chapter, a Twitter user can ‘follow’ and be followed by other
users. When you follow someone on Twitter, their posts and replies are put into
your timeline feed (which displays a personalized stream of content based on the
posts of people you follow and suggestions made by Twitter’s algorithms), and
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when they follow you, the content you produce appears in their timeline. People
on Twitter follow each other for a variety of different reasons, including: to share
information and support, to facilitate networking and scientific collaboration, for
educational reasons and to develop social capital. By accessing Twitter’s enor-
mous database via its application programming interface (API), anyone is able
to ‘mine’ information about these ties, and use that information to describe links
between Twitter users in the form of a social network. While the previous chapter
focused on defining and describing the open science and reform community, this
chapter describes a more quantitative exploration of the structure of part of this
community on Twitter’s platform, using social network analysis (SNA) to explore
the data I scraped from Twitter.

Background

Where there are humans, there are connections. Familial ties, friendship ties, cul-
tural and racial ties. Each person is embedded in a set of networks, which change
and evolve throughout the lifespan. Some of these networks are largely set, such
as families into which we are born. Others are constructed by our participation in
certain activities such as sports and social media sites like Twitter. All of these net-
works, no matter the nature of the ties, can be measured, analyzed and visualized
with network analysis tools.

Freeman’s 2004 text locates the roots of social network analysis (SNA) in the
late 19th century work of Simmel and Durkheim, who highlighted the value of
studying patterns of relationships between people. It wasn’t until the 1930’s,
however, that researchers began to develop analytical methods to study network
data. Since then, the popularity of network analysis has greatly increased. SNA
is a valuable approach to quantifying the dimension of social capital (Rehm &
Notten, 2016) – describing and analysing the nature of the ties between people.
Freeman notes that social network analysis is driven by the “notion that the pat-
terning of social ties in which actors are embedded has important consequences
for those actors.” (p.2; 2004) Network analysis methods are used to reveal the
patterns underlying these social ties and attempt to define when and why the pat-
terns arise, and in some cases assess what the consequences of them are on the
community (and, of course, the individuals it is comprised of) under study.

With the guidance of Wasserman and Faust’s canonical book (Wasserman &
Faust, 1994), I will now introduce important concepts in SNA theory and practise
which will come up throughout my exploration of the structure of the open and
reform community. Key terms are indicated by the use of boldface type. I will not
provide a complete catalogue of SNA concepts, rather I will provide what infor-
mation is relevant for the community under study. Please note that the following
explanation of SNA’s background is simplified and conceptual. SNA is associated
with a large and well-established field of study; I only skim its very surface in this
chapter.
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8.3 Terminology and Concepts

Network Elements

Beginning at the level of the individual – the most basic level of analysis – are
actors, also known as nodes. Although in this context the word ‘actor’ refers to
a person (within the community), in some applications and for some levels of
analysis, the word can have different meanings. When we speak of relationships
or shared preferences or experiences between two or more actors, we speak of
ties, also known as edges. In the figure below, A, B and C are actors.

A tie between actors (two, which forms a unit known as a dyad or pair, three,
which forms a triad, or more) might indicate that they know one another. Ties
can be undirected or directed. An undirected tie indicates that the relationship
means the same thing to both actors, for example, that they coauthored a paper.
The figure below depicts an undirected triad.

A directed tie indicates that there is the possibility for some imbalance in the
relationship. For instance, on Twitter, ties do not have to be reciprocal (unlike on
Facebook where two actors must agree to be friends before a tie can be formed),
meaning that a user can follow another user without being followed back by that
user. Directed ties can be uni- or bi-directional. Actor A and B follow one another
on Twitter, so the directed tie between them is bi-directional indicating that it is
equal. In comparison, B follows C on Twitter, however C does not follow B so
the tie between them is unidirectional. Usually, directed ties are represented in
network visualisations by lines tipped with arrows; undirected ties without, as
the undirected graph above depicts.
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Zooming out one more time gives us a network, or graph, which refers to a
group of actors and the ties between them. Networks are usually either directed
or undirected, depending on the kinds of ties between the actors within them,
however other more complex networks exist.

Some networks contain information about tie strengths, or weights too. For
instance, consider an academic department at a university. Researcher A and B in
the figure collaborate frequently together (indicated by the thickness of the edge
joining them), however Researcher C has only collaborated once with B and never
with A. Note that the triad depicted in this example is undirected. This is because
collaboration is always reciprocal by nature. In this example, it is not possible to
collaborate with another researcher on a paper without them also collaborating
with you. Weights can indicate different things, depending on the network in
question. For instance, it can provide information on the extent of the strength of
a relationship in terms of intensity (‘best’ friends, versus acquaintances), or the
frequency of contact between people, or, in the case of the example above, the
frequency of scholarly collaboration.

Network and Node Properties

The analysis of network data involves the calculation of three categories of statis-
tics: those which focus on the whole network, those which focus on the individual
nodes within that network, and those which focus on dyads, triads and subgroups.
I describe these in turn.
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Network Properties

Networks tend to be explored first in terms of their overall characteristics, and
there are many metrics which can be calculated on whole networks. Analysts
consider, for example, network size and density. A network’s size is quantified
by how many nodes are present. Density is defined as “the extent to which links
which could possibly exist among persons do in fact exist” (p. 2; Marsden, 1993).
The density coefficient, which quantifies how many of the possible ties within a
network exist has a possible range of 0 to 1, where 0 would describe a ‘network’
of isolates, and 1 would indicate that every user in the network was following
and followed by every other user.

Analysts also calculate network diameter and average path length, which are
used to measure the network. These two metrics use path length, which is the
number of edges that the shortest path between two given nodes contains. Diam-
eter is calculated as the “longest distance between any two nodes in the network”
(p. 1; Takes & Kosters, 2011). This concept describes the ‘length’ of a network,
based on the distance between the two most far-apart nodes. To apply this idea, a
low diameter in a network of co-authors might indicate a research group (Gaskó,
Bota, Suciu, & Lung, 2020).

A closely related concept (it is closely related in that path lengths are used in
the calculation of the diameter metric) is average path length, calculated as the
sum of the shortest path between all pairs of nodes, divided by the total number of
pairs (Macià & Garcia, 2017). Conceptually, this tells us, on average, the number
of steps it takes to get from one node in a network to another. An average path
length of 3 in the current context indicates that if one user wanted a piece of
interesting information to get to another user, it would on average have to go
through two other users before reaching its destination.

Lastly, average degree is a commonly calculated network metric. It refers to
the average number of edges per node in a network, and tells us how many social
relations people have on average with others in a given network (Wasserman &
Faust, 1994).

Node Properties

When network analysts describe and analyze networks, they use a set of metrics to
numerically quantify the position and influence of nodes within the network, and
the different aspects of engagements of a group’s actors with one another. These
metrics give insight into patterns which indicate structure, such as hierarchy, and
can indicate the presence of cliques (defined as a network subset in which the
actors are more closely tied to each another than to other actors in the network)
within the greater community.

A basic element to describing a social group concerns how embedded or im-
mersed actors are within their network. This is also an important concept that
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network analysis grapples with, and it is referred to as centrality. A central actor,
or node, is defined by Wasserman and Faust as one which is “involved in many
ties” (p. 173; 1994). Centrality refers to the different measures of the importance
of an individual actor within a network. Borgatti, Everett and Johnson (2018)
distinguish two key measures of centrality. Degree centrality which is the num-
ber of connections of one node, and betweenness centrality which is the number
of times that any given node falls along the shortest path between any two other
actors.

In a directed network, degree centrality is further broken down into in- and
out-degree. In-degree refers to the count of ingoing ties to a node, while out-
degree refers to the count of outgoing ties from a node. In the context of the
directed Twitter follow network, a user’s in-degree counts the amount of followers
that node has in that network, and out-degree the amount of people they follow in
that network. Note this is a different figure to the followers/friends, which refers
to how many total followers and friends someone has. Take the example of the
Twitter account of the Open Science Framework (@OSFramework). In the follow
network I will soon explore, this account has an in-degree of 965 and an out-
degree of 169 (it is followed by 965 other users in this network, and follows 169
others). It has a degree of 1134, which equals the total of all in- and outgoing ties
connecting this node within the network (i.e., degree = in-degree + out-degree).
At the time these network data were collected, @OSFramework had 33,510 total
followers on Twitter and was following 1,259.

Determining which nodes are most central in a network helps us identify and
analyze well-connected actors and describe aspects of being well-connected in a
network. Central nodes are in a strategically advantageous position for a number
of reasons. They dominate links between others, may experience a high level of
exposure (e.g., to information shared in the community) in the network and/or
may have relatively high degree of influence over other actors. They are also more
likely to be influenced by others (have high out-degree scores), and/or to be more
popular (have high in-degree scores). This is because they are more likely to be
exposed to the thoughts and information others share than isolated nodes.1

On the opposite end of the spectrum to central actors are those who are pe-
ripheral. These are actors with few connections to the rest of the network, and
rely on contact with central actors for access to others. In extreme cases, we talk
of isolates, actors with no connections to the rest of the network (more formally,
an isolate is identified if the in- and out-degree indices of a node are zero).

Continuing to explore centrality measures, we come across two key concepts
which relate to how individual nodes are placed structurally within the network.
Betweenness centrality, which I defined earlier, is a network metric which, in the

1Note that all of this depends on whether a node has high centrality due to in-going edges or
out-going edges. That is, if an account has a high betweenness centrality score because it is has
many followers, it will not have much exposure to information within the network. In this way,
whether or not a network is directed or not matters in the interpretation of centrality.
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context of social network data, gives a sense of how strong actors’ interpersonal
ties are within the network. Actors with high betweenness centrality (provided
that they have high in-degrees, high out-degrees and are very active) are thought
to have influence over the flow of information within the network, and their
removal tends to be highly disruptive to the network’s structure because removal
would break a great many ties and leave structural holes in the network. In
practice, this can disrupt information flow across the network (Yap et al., 2011).
For social network data, the flow of information is a very important concept. For
the current topic, this is especially salient, because the flow of information affects
how quickly rumours can spread on Twitter (about cases of fraud, or new reform
initiatives, for example), how effectively new practices are adopted, or how well
groups of scientists can work together with one another (Takes & Kosters, 2011).

Concretely, as I mentioned before, betweenness centrality is calculated as
the number of times a node is present on the shortest path between two oth-
ers, and highlights users which are in a bridge or broker position between sub-
communities in the graph (assuming that high betweenness centrality is associ-
ated with a high in-degree, a high out-degree and high twitter activity). So, in the
context of the Twitter follow graph I describe in this chapter, I use the example
of @OSFramework. This account’s betweenness centrality is 153,683, meaning
that the @OSFramework node intercepted 153,683 paths between other dyads
(i.e., pairs of nodes) in the network. It has both a high in-degree as well as a
high out-degree, indicating that the interpretation of high betweenness centrality
indicating brokerage is likely applicable.

A related network statistic to highlight in the context of the network under
study is that of eigenvector centrality. This statistic, like betweenness centrality,
denotes influential nodes, though the calculation produces coefficients in a more
sophisticated manner. Golbeck explains that eigenvector centrality measures the
importance of a node, at the same time giving consideration to the importance
of neighbouring nodes (2013). That is, a high eigenvector centrality score is
associated with nodes that are connected to others who themselves have high
scores. Ties with high-scoring nodes will be weighted more in the calculation of
another node’s score than will ties with low-scoring nodes.

Dyad-, Triad- and Subgroup-based Network Properties

Other parameters for a network concerns relations between groups of actors
(from the dyad level of analysis upwards). For instance, the extent to which
people in a network reciprocate ties – reciprocity – is of great interest to net-
work analysts. The reciprocity coefficient is a ratio of the number of edges in a
graph which point in both directions, to the total number of edges in the graph.
It has a possible range between 0-1. For Twitter following activity, calculating
such a statistic will give us information on which proportion of the follows are
mutual follows in a given graph. In a friendly, close network, we would expect
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that, by far, most follows are mutual follows. Surprisingly, the same holds for a
network which has warring factions when those factions have close friendships
within them and no relations between them. An unbalanced, hierarchical network
where a lot of users do not follow their fellow network members, on the other
hand, will have low reciprocity. On a global level, reciprocity can be seen as a
measure of social solidarity in a community or in its sub-communities. Yoon and
Park (2014) write that reciprocity can be evidence of a social ritual of following
behavior.

Transitivity is another important statistic to calculate, especially for social
networks which tend to have high values of transitivity. Transitivity is a frac-
tion of all possible triads that are actual closed triads, or triangles. To give this
explanation some concreteness, consider, as in the example above, scholarly col-
laboration. If a network consisting of researchers in a particular field or discipline
were to produce a transitivity coefficient of 0.20, it would mean that there is a
one in five chance that two academics would have a collaborator in common. This
metric is another way of getting a sense of how tightly clustered a community is
internally.2

Homophily in a network is defined as the tendency to form ties with simi-
lar others, or proximity on ‘individual level’ variables (attributes, preferences or
personal qualities, for instance). Homophily induces reciprocity, and in some
cases can be induced by the structure of the network. Different levels of depth
of homophily exist in SNA, described as value homophily (where individuals are
linked by meaningful similarities like belief systems, for example), and status
homophily (where sameness exists on a superficial level only). A related but
distinct concept is propinquity which refers to geographical or physical proxim-
ity. Propinquity often facilitates interactions (and eventually relationship, or tie
formation) between actors.

SNA in the Context of Twitter Data

The introduction of modern computers (with their incredible computing power)
and the internet has made mining for and analyzing the data of large and varying
kinds of networks possible and relatively easy. Until the last few decades, people
have tended to apply SNA tools to the study of in-person communities, though
with the introduction of the social web has come a new avenue for study in the
form of social networking platforms such as Twitter.

SNA methods originally developed for the analysis of in-person networks are
largely appropriate for application to social media network data, though there are
nevertheless some translation issues (especially as SNA applies to Twitter data)
to be noted. On a basic level, SNA tends to describe the qualitative aspects of
networks. In many contexts, ties indicate friendships with others. On Twitter,

2Note that the meaning of transitivity becomes harder to grasp in case of directed graphs, like
Twitter follow graphs, however.
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as mutual following is not required (unlike other sites such as Facebook, as I
mentioned earlier), and ties are often forged to facilitate information exchange
(not just between friends or as social support), it is difficult to know how to
categorize ties between people beyond saying that they’re mutual followers on
Twitter. This leads into a related issue involving multiplexity (which refers to the
different kinds of connections that might exist at one time between two people;
Bliemel, McCarthy, & Maine, 2014). When people’s relational spheres overlap
(when people are friends but also share a tie of a different kind, such as work-
ing as colleagues in the same university department), the different types of ties
between them can be hard to disentangle, especially concerning Twitter network
data which contains a degree of multiplexity, though little information about dif-
ferent ties can usually be found. For instance, although many academics indicate
which university employs them in their Twitter bio, it is difficult to detect whether
some of these people are also friends. Moreover, while some people do provide
information about affiliations and geography in their bio, it is not standard or
required, nor is it verified or always accurate, and therefore does not provide re-
liable information on which ties can be categorized. I discuss the concept of the
Twitter biography in detail in Section 7.5.

Another point to consider is the ending of ties. In person, people’s friendships
with others change as a function of time, often to the point where they discon-
tinue. If a person reports their ties with others, they are unlikely to report broken
ones unless specifically asked about their history with that person (but they will
not usually report a broken or non-existent tie). In contrast, social media net-
work data often does not faithfully reflect broken ties. Although unfollowing on
Twitter is used (liberally by some users) as a way to indicate the wish to cut a
tie with another person, it does not always happen. You do not get any kind of
notification when someone unfollows you either, so even if you wished to recip-
rocate the unfollow, effectively completely (rather than asymmetrically) severing
the tie, you would need to know that that person had unfollowed you through
other means (such as them telling you, for instance). People who are not very
active on Twitter might ‘slip under the radar’, so while their tie with someone on
Twitter no longer exists in actuality, they might forget to unfollow them (or the
other person might forget to unfollow). Blocking is another way to cut a tie with
someone, however, information about who has blocked whom is private and so
can’t be mined for our purposes.

General Methodological Challenges

Some methodological issues that apply generally to SNA also apply to Twitter net-
work analysis. One such example is that of boundary separation: the question of
“Who belongs in the network and who does not?” is difficult to answer. Indeed,
it is difficult to answer with respect to many in-person networks, as the ethno-
graphic findings I presented in the previous chapter highlighted. Twitter data are
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no different. The problem of defining the boundaries of the community, which I
have already considered earlier in this dissertation, exists also in this context, as
there is no single index or indicator of a person’s membership or affiliation with
the open and reform constellation of communities. I have made choices about
whom to study (I will describe and justify my choices later on when I describe my
methodology), but it is with knowledge of the boundary separation issue that I
apply caution to my exploration of the network data presented in this chapter.

Other methodological challenges which can affect in-person SNA are less rel-
evant for Twitter network data. For instance, consider problems relating to infor-
mant accuracy and reporting biases. As in-person network data is often produced
when an actor is asked to report their ties with others, the integrity of the data is
contingent on the memory and trustworthiness of the informant. People tend to
forget about lost relations, and to bias towards expansiveness and making them-
selves seem more socially attractive (Feld & Carter, 2002). These problems are
largely circumvented in Twitter data because ties are not reported, rather they
just are (i.e., people follow others, which establishes a link that normally persists
without the person having to remember that they have made it). For the same
reasons, people cannot really misreport their ties with others; we either follow
people or we don’t; we are followed or we are not.

8.4 Data Sources and Approach to Data Collection

As I mentioned before, the work in this chapter is based heavily on the open sci-
ence/science reform follow graph, which I obtained by modeling the following-
relationships which exist between Twitter users who have chosen to include cer-
tain keywords in their Twitter profiles (see Section 7.5). Additionally, I describe
a network of likely open science community members, gathering network data
in real time from Twitter using the search query #openscience for a period of
two weeks over December 2020/January 2021. Finally, I describe a network
based on the activity of Twitter users who ‘attended’ and discussed on Twitter the
2020 iteration of the Interdisciplinary Meta-research and Open Science confer-
ence (AIMOS2020), during the period in which it was held (in the first week of
December, 2020). For the exploration of these networks and a discussion of my
motivation for choosing them, see Section 7.6.

As this chapter focuses on Twitter user networks, the data collected centers
around Twitter users which are potential open science and reform community
members, and their tie-formation patterns (i.e., their followers and friends).3 Ide-
ally, only information on ‘real person’ or personal Twitter accounts would be col-

3The word friend in the context of Twitter follow graphs is different to the word friend in typical
usage. A Twitter ‘friend’ is someone who you follow, while a ‘follower’ is someone who follows you.
At the risk of confusing people, I will use the word friend in this context to refer to accounts a user
follows from here on in this chapter.
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lected, but there is no easy way to filter out bots and organizational accounts. Bot
accounts are automated accounts which, in this context at least, are programmed
primarily to function as information amplifiers. They tend to follow a large, spe-
cific corpus themselves and, depending on their programming, search for posts
containing news items or publications and preprints and retweet them. As bots
are easy to program, even for beginners, they are ubiquitous on Twitter and are
sometimes very difficult to detect for humans. To my knowledge, there is no way
to reliably filter them out using automation either – any such process would be
manual.

Organizational accounts represent corporations, institutions, agencies, news
outlets and ‘common interest groups’ (Oentaryo, Low, & Lim, 2015). These too,
are ubiquitous on Twitter. They account for about ten percent of Twitter users,
and are usually run by employees or members of the organization in question. In
this corpus, such accounts are usually tied to research or academic institutions or
common interest groups. For instance, many regions and countries around the
world host informal, or ‘grass-roots’ open science communities (OSCs), many of
which run Twitter accounts as I mentioned before. As with bot accounts, orga-
nizational accounts cannot be automatically filtered out, though they are easy to
identify manually, as they usually identify clearly as organizational accounts in
their screen names, profile bios and often include an organizational logo in their
profile picture.

Although including bot and organizational accounts in the networks I explore
is not necessarily a threat to the validity of my methodology, their inclusion may
introduce noise into the data and my descriptions, as the behavior and thought
driving their tie formation behavior (as well as that of their followers) is difficult
to understand and define, and likely the result of different social mechanisms
than personal user accounts on Twitter. In the results section, I will present data
‘cleaned’ of such noisy accounts, as well as the full data set.

There are multiple ways to collect data from Twitter. One can access Twitter
through using its API directly, which allows one to interact with Twitter’s backend,
and request data from its servers. In this chapter, I do this via Python to obtain
the main follow graph of the open/reform community. I go into detail about this
approach in Section 7.5. Other approaches involve the use of applications and
software which handle making calls to the Twitter via the API (and handling the
retrieved data) for you. I use one such program in this chapter (Gephi, which I
will also discuss in Section 7.5) in order to obtain data for a very specific purpose.

8.5 Open, Metascience and Science Reform Follow
Network

In this section I analyze the first set of network data I retrieved from Twitter. The
goal of the analysis I present is to explore the network of following-relationships
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between Twitter users who are interested in the topics relating to open science,
metascience and science reform, as indicated by the keywords in their biogra-
phies.

Biographies and Keyword Searching

Biographies (bios, for short) are user-defined text blocks, located on a user’s pro-
file (or ‘home’) page. They are limited to 160 characters, and function as short
‘about me’ or personal blurb. Academic Twitter users typically use their bio to
describe their academic activity and position at their institute, philosophies and
affiliations, and sometimes nationalities as well as other personal characteristics
or identifiers, and emoji.

Bios are an important part of fashioning one’s online persona, and what words
people choose can potentially reflect interesting things about them and how they
connect with others online. I make such an assumption, to some degree, by us-
ing bio-related keywords to collect network data and to capture characteristics
of sub-communities of users qualitatively. Despite the importance of how people
write their bios, and the fact that Twitter has existed for some time, relatively lit-
tle research is available on the topic. When others such as Grandjean (2016) and
Grant, Moon and Busby Grant (2010) have used bio keywords to explore groups
of Twitter users they have glossed over the issue of why people might write what
they do, and how the information given in bios might function to categorize them
into social groups. Kohana, Okamoto and Kaneko (2013) also discuss categoriz-
ing people into groups based on their biographies, stating that Twitter uses bio
keywords to suggest new people for other users to follow. They take a techni-
cal approach involving clustering to categorize users, however, and also do not
address the issue of what motivates users to use the words they do, and how
carefully people craft this part of their online identity. Another study focused on
analysing users’ bios to characterize self-description on Twitter, without going in
to the word choice process.

Early in my fieldwork, I noticed that many open and reform community mem-
bers use the bio to self-describe as open science practitioners or advocates or
‘science reformers’; some use specific keywords relating to open science, repro-
ducibility, reform, and metascience to do so. This is not surprising, given that for
many reformers, keywords like these describe topics of interest or of expertise.
Some people seem to have taken care to write their bios, thinking hard about
how perceptions of them are influenced by this short text while others write very
basic factual bios, including just their affiliation and a few hobbies. On March 27,
2022, I asked people how much time they spent on crafting their Twitter biogra-
phies using a Twitter poll. The poll, answered by 156 users, indicated that around
14% of people said their text was “carefully thought out”, while approximately
43% answered that they typed “just the basics”. A third of responders reported to
have given their biographies some thought. Two of the replies to the poll clarified
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that they change the text from time to time to reflect what they are doing and
how the text represents that, and that they change the text to reflect their mood.

Clearly, users who include hashtags in their bios are doing so purposely, to ex-
plicitly associate themselves with open science, reform and related practices. At
the same time, I speculate that others who do not include these hashtags have a
wide variety of reasons behind their choice (they might do it to disassociate them-
selves from the open science, they might not think it is important, they might not
have thought about it, etc.). I will discuss the issue of keyword use, community
proxies and group membership in more depth in the discussion section of this
chapter.

Although there is precedent for defining the OSC through bio keywords as I
mentioned above, it is only a proxy for open science and reform community mem-
bership and has limited utility. This is because the method relies on community
members including the keywords in their bios, and will necessarily miss those
who do not. For instance, Simine Vazire – arguably a very influential science re-
former, and a very active Twitter user – does not include any of the keywords I
used in my actor-selection process (I list these in the paragraph below) in her bio
and so will not appear in the list of people originally pulled from the API.

I have identified a set of keywords based on hashtags and commonly used ter-
minology in the in the group, which I used as queries in calls to the Twitter API,
and collect user data.4 These are: openscience, open science, open research, re-
producibility, reproducible science, reproducible research, metascience, meta science,
metaresearch, meta research, Center for Open Science and science reform.5 The last
two keywords were added at a later date because it became clear who explicitly
self-identify as ‘reformers’, and people who are associated with the Center for
Open Science (COS) were not included in the first run.6

The Twitter user information of each person whose bio contained any one of
these keywords on the dates of the searches was added to a list of over 2900
users.7

4The Twitter API allows a user to request data about other users and their activity based on
parameters and queries set by the user from Twitter servers. For the purposes of the description and
analysis I present here, I used the Twitter API’s search_user method. API calls using this method
permit an authorized Twitter user to retrieve information about other Twitter users, based on the
text of their personal user account biographies.

5To the uninitiated this keyword looks funny, as ‘open science’ in both spoken and written form
should contain a space, however hashtags cannot contain spaces as a rule, and so people often
use the hashtag version of the keyword in their bio. For making API calls of this nature using a
programming language, queries require the passing of exact strings as parameters, and so the code
I used to collect my data will show these as 12 keywords, even though there are only really ten.

6The COS is the first and biggest organization of the open science community, the work of
whose founders and employees is central to initiatives in the open science community (like prereg-
istration, preprints in psychology, and data and materials sharing)

7The code and initial data-set for the first ten keywords listed date from early December, 2020.
However I re-ran the code and collected the data again between 17 and 20 February, 2021 because
the data file it produced was corrupted, and I could not verify my findings against it. I included
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The code then established whether or not ties existed between users on the
list, and pairs were created from this list (between each keyword-identified user
and each of their friends). An edge list was then generated from the pairs, where
each row in the edge list represents a tie between two users. While most users in
the original list followed or were followed by at least one other person in the list,
a large subset of the sample had no ties to others at all.

Note that the graph produced by this list of nodes and the edges between
them contained a list of people and the connections between them within the
list. This corpus does not contain the original list of users plus all the people they
follow (such a method would produce an enormous graph, and would contain a
great many nodes with no relation to open science or reform), it only includes
the original list and the connections that exist between them.

Additionally, attributes for each node were mined from Twitter, including their
friends and follower numbers, and their Twitter handles.8 The code and data
generated from it are available at this project’s OSF page at https://osf.io/
6yr72/. The code for this project was written in Python, with much help from
Vincent Barbay.

Once I obtained an edge list and node attribute files, I imported the data
to the network analysis software Gephi for analysis and visualization. Gephi is
open-source software for network analysis and data visualization, first released
in 2008 (Jacomy, Venturini, Heymann, & Bastian, 2014). It features a graphical
user interface with many options for handling the data itself, network analysis
statistics, and the visualization of network graphs. For the research in this chapter,
I used the 2017 updated version 9 (0.9.2).

Data Analysis

The full data set contained 2958 nodes. Although most nodes were tied to at
least one other node, a large number of isolates – 470 nodes, to be precise – exist
in this network (if the reader recalls, isolates are identified by not having any
in-going or out-going ties, i.e., a degree of 0). Although some of these isolates are
genuine (i.e., they’re part of the community based on their bio keywords, they’re
not connected to anyone else in the user list), most are not (by this I mean that
they should not have been part of the list obtained from Twitter, because they are
not actually interested in open science reform).

I have randomly checked 20 percent of the 470 with a degree of 0 (i.e., about
96 users), and found that most of them (84 users) should not be included in the
data set. I elaborate on the possible reasons for this in the limitations section
in the discussion. Based on this finding, I chose to exclude all of them. I ex-

two more keywords in this re-run which increased the sample by approximately 90.
8All information for a given user is returned by the Twitter API for methods such as search

_user, and is saved as a .JSON file. The code for these analyses pulls out from these files informa-
tion I thought might be relevant, though I do not use all information.
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cluded a further 242 nodes, as they had a degree (total followers and friends) of
four or less, for the same reason.9 I checked half of these accounts, and as with
the isolates, there was no good reason for them to be considered a part of the
open/reform corpus. While this excludes potential community members, it will
not exclude many or central ones. The data set with these 712 nodes excluded
contained 2246 nodes and 100128 edges.

Using Gephi, I calculated a range of metrics on both the node level and on
the network level: Average degree, eigenvector centrality, network diameter and
density, and average path length.

Gephi, though it has its strengths, does not produce all network statistics a
user might wish to calculate (such as reciprocity and transitivity). I wanted to
calculate reciprocity and transitivity for each of the graphs, so I used the Python
library NetworkX to calculate these. I also used libraries Seaborn, Numpy and
Pandas to produce the plots accompanying each network I describe. All data and
accompanying code can be found on this project’s OSF page.

SNA Results

Open Science and Reform Community Follow Graph

As I mentioned, the follow graph (which captures keyword-selected accounts and
the connections between all of them) generated by the data I imported to Gephi
produced a network containing 2958 nodes. I excluded a subset of the nodes
which I discussed in Section 7.5, leaving a filtered sample of 2246 nodes and
100128 edges. I then used Gephi and NetworkX to produce relevant node- and
network-specific metrics which can help give a sense of the network’s character-
istics, and plots to visualize the data. Table 8.1 lists the calculated network-level
metrics, which I discuss in some detail shortly.

Using Table 8.1, one can see that on average, a given user in this corpus has
around 45 followers and friends. Once again, this figure refers to how many
followers and friends an actor has in this corpus, not overall (the average user on
Twitter has approximately 453 followers; McCarthy, 2016).10 The median user
follows 709 other users on Twitter, and is followed by 885.

Like most Twitter follow graphs, the in- and out-degree distributions for the
network are heavily skewed. Specifically, only 74 accounts, or three percent of the
total, are followed by more than 10% (i.e., 224 users) of the corpus. Even more
extremely, only 33 accounts in the network follow more than 10% of the corpus.

9Although some might argue that leaving them in there might not have affected my later analy-
ses, I considered there to be enough of them that removing the noise they create might be beneficial,
and possibly lead to the calculation of less noisy metrics.

10This is not the true average, it is the trimmed average which removes extreme outliers (leaving
99.04% of the sample) like former US president Barak Obama and celebrity Katy Perry who each
have over 100 million followers.
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Figure 8.1: Visualization of the complete follow graph (N = 2246). Node size
and shade denotes in-degree: larger, paler nodes indicate that the node has a
higher in-degree score, that is, that they have a relatively high number of in-going
connections (they are followed by many in the corpus).
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Metric Value
Nodes 2246
Edges 100128
Ave. Degree 44.581
Diameter 8
Ave. Path 2.661
Density 0.02
Transitivity 0.22
Reciprocity 0.49

Table 8.1: Network-level statistics for the open and reform follow graph.

This shows evidence of a phenomenon typically observed in social and informa-
tion networks like Twitter: A small number of users, or nodes in the graph, take
up most of the ‘resources’. That is, most accounts in the network have few fol-
lowers, and follow few people, relatively speaking, compared with a few accounts
which follow many and are themselves followed by many. It is well known that,
typically, nodes initiate ties with more nodes than the other way around (i.e.,
the average Twitter user follows more people than they are followed; see, for
instance, Myers, Sharma, Gupta & Lin’s exploration of the structure of Twitter
follow graphs: 2014). This phenomenon is well-known and heavily discussed in
the SNA literature as the power-law. Mislove and colleagues (2007) discuss how
in- and out-degree distributions of networks such as Twitter and YouTube are usu-
ally heavily positively skewed. The same goes for other metrics which quantify
forms of social capital (like popularity and influence, for example).

Naturally, some of the accounts in this corpus exaggerate this effect, as they
are the kinds of users who occupy some kind of authority position, or privilege
in the community. These kinds of accounts belong to journals and institutions,
societies, platforms and well-known actors. For instance, @NatureComms, the ac-
count belonging to the journal Nature Communications, OSC founder @BrianNosek
and platform @OSFramework are two such accounts. A high degree score (in-
degree, out-degree or total degree) does not necessarily mean that the account
is especially influential in the network; some such accounts are automated by
bots which follow a great number of other accounts. Take the example of the
account @openscience, which retweets any content containing #openscience – it
has 71,500 followers and follows 16,000 other accounts.

To further study the properties of the network, I inspected the network’s diam-
eter, which gives us an idea of the shortest distance between the two most distant
nodes (which is 8). The average path length (2.661 for this network) describes
the average shortest path between two users. In the analysis of in-person social
networks, this metric can give us a sense of how efficiently information can be
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passed between nodes in the network.
The transitivity index for this network is 0.22, meaning that the proportion

of pairs of user accounts that share a mutual friend or follower (in directed net-
works, the direction of the tie is ignored) is around 1 in 5. Despite this high count,
the network is sparse, with a density coefficient of 0.02 (meaning that around 2%
of all possible connections between the nodes in this network have been made).
A density of 0.17 is a common density threshold among communities of friends
and family in physical space (Wellman, 1979). Additionally, this is a relatively
large network, and density has been shown to dramatically drop as a function of
network size (see, for instance, Figure 7 in Stephens & Poorthuis, which uses a
number of data sets to demonstrate that density is almost always below 0.05 once
a network contains more than 1500 nodes Stephens & Poorthuis, 2015).

The reciprocity index (which I defined in Section 7.3) for this network is 0.49
for this network. It quantifies the tendency of users in a network to reciprocate
followers. In the case of this network, around half the ties are reciprocated or
‘mutuals’. This index is not high or low in and of itself, necessarily, and it com-
plies with both hierarchical elements and a certain degree of ‘horizontality’ in the
pattern of connections in this network.

The finding of a sparse network, although not surprising given its size (and the
fact that it is a directed network),11 highlights how network visualization can be
misleading. As Grandjean (2015) reminds us, networks are (sometimes strongly
suggestive) visual representations of data, whose complexity is not limited to a
simple graphical rendering.12 The graph in Figure 8.1 looks denser than it is,
given the number of actual ties compared to the number of possible ties. That
said, I did expect that a community would be denser than this follow network
seems to be. Is there more to the structure of this community of people than this
preliminary exploration suggests?

Interim Conclusion

Ultimately, this initial exploration of the data does not tell us very much about
the open and reform network that it – to some degree, at least – represents. The
‘hairball’13 visualization and modularity value (which I explore in detail in the
next subsection) indicates that there is complexity and richness in these data that

11The density of an undirected graph with a given number of nodes will be two times that of
the same graph but with directed edges. This is because two edges can exist between every pair
of nodes in a directed network – one incoming and one outgoing – compared with an undirected
network which only has one kind of edge between nodes (p. 127; Abraham & Hassanien, 2012).

12I will discuss the limitations and possibilities of graph visualization in the conclusion.
13The hairball effect is a well-known issue in network visualization. I will let Schulz and Herter

explain: “. . . every visualization researcher and practitioner knows the painful experience of a beau-
tifully designed network layout breaking down once the input graph scales up to realistic node and
edge counts. The resulting “hairball” suffers from cluttering and overplotting to an extreme that
renders it unusable for any practical purposes.” (p. 1; 2013)
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this bird’s-eye view cannot reveal. The retrieved statistics tell us some things: the
graph is sparse. With a diameter of 8, and a long average path length, this is not
a small-world network, ‘where everyone knows everyone’. Usually small-world
networks have shorter diameters (around 6, see Kleinberg, 2000) and relatively
short average path lengths. The distributions of in versus out degrees is skewed,
and on the whole, one in four dyads will share a mutual follower or friend, and
about half the network tend to reciprocate a follow.

I now turn to an exploration of the community structure in this network. I
hope, in breaking down the network down into smaller components, to see if
some more structure and meaning can be extracted from the data.

Modularity Within the Open/Science Reform Follow Graph

In keeping with the previous chapter’s data analysis, I considered the network
from the perspective of Wenger, treating the greater network as a constellation
of many smaller ones. I remind the reader of a passage found on page 126 of
Wenger’s 1998 book: “Some configurations are too far removed from the scope of
engagement of participants, too broad, too diverse, or too diffuse to be usefully
treated as single communities of practice.” Throughout the following exploration
of possible sub-communities, I hope to provide a new angle on my argument in
the previous chapter that it is most fruitful to think of this group as a constellation
or grouping of sub-communities, rather than a single homogeneous community
of practice.

Community Detection

A property common to many networks is community structure, the “division of
network nodes into groups within which the network connections are dense, but
between which they are sparser” (p. 1 Newman & Girvan, 2004). Although com-
munity structure in networks has been studied for some time (since the late 70’s,
according to Newman and Girvan), methods for doing so up until the early 2000s
have yielded mixed results. This is, say Newman and Girvan, largely due to the
fact that earlier methods relied on hierarchical clustering techniques. These tech-
niques, which are “aimed at discovering natural divisions of (social) networks
into groups, based on various metrics of similarity or strength of connection be-
tween vertices” (p. 1, ibid), have limitations which result in unreliable network
partitioning. Newman and Girvan describe two main shortcomings. First, they
regularly fail to find a valid community structure in networks where the com-
munity structure is known a priori (and so it is unclear whether they partition a
network correctly in other cases where the structure is not known in advance).
Second, they tend to focus on the cores of communities, neglecting to assess pe-
ripheral nodes (which end up getting placed in the wrong communities, even
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in simple networks where their sub-community membership is clear, even under
simple visual inspection).

Newman and Girvan’s (2004) article presents a method for community detec-
tion14, which forms the basis for ‘modern’ community ‘detection’ algorithms. As
Newman and Girvan (2004) demonstrate, their method retrieves known commu-
nity structures with a high rate of reliability. However, it is crucial to have a way
to determine, for any method, whether the communities detected are valid or
meaningful. Certainly, as Newman and Girvan emphasize, community ‘detection’
algorithms will always produce partitions, even in randomly generated networks
with no meaningful sub-structures. This is where modularity comes in. Mod-
ularity, also known as the quality function (Traag, Waltman, & Van Eck, 2019),
quantifies the quality of the community structure which has been detected by an
algorithm. More precisely, it “measures the fraction of the edges in the network
that connect vertices of the same type (i.e., within-community edges) minus the
expected value of the same quantity in a network with the same community divi-
sions but random connections between the vertices.” (p. 7; Newman & Girvan,
2004)

Newman and Girvan (2004) state that in cases where the number of intra-
community edges is no better than what would be expected in a randomly gener-
ated network, modularity (commonly denoted as Q), is equal to 0. Q approaches
1 the stronger the community structure is in a network (i.e., in a network that
is comprised of very tightly connected sub-communities with few ties connecting
them to one another). According to Newman and Girvan, values of Q tend to fall
between 0.3 and 0.7 (higher values than this are rare).

Community Structure in the Open Science/Reform Follow Network The de-
fault network structure-finding method in Gephi is the so-called Louvain algo-
rithm (created by Blondel, Guillaume, Lambiotte, & Lefebvre, 2008). The Louvain
algorithm’s approach to detecting communities, based on modularity (discussed
above), involves two key steps which are repeated: the ‘detection’ of small com-
munities within the larger network by optimizing modularity on all nodes, then
each of the small communities is grouped into one node. The idea is to connect
communities which, when combined, produce the largest increase in Q.

According to Traag, Waltman and van Eck (2019), the Louvain algorithm is
one of the most commonly used algorithms to optimize modularity, as it is, rela-
tively speaking, one of the fastest and best-performing algorithms tested. How-
ever, Traag and colleagues have released an improvement on Louvain (which they
named Leiden). In their article, they demonstrate two improvements on Louvain:
1) speed and 2) the quality of the connections of communities detected. These

14The word detection here implies more precision than may be warranted given the potential
shortfalls of these kinds of methods. I use the word as that is the word commonly used in the
literature, however it should not be taken to imply that the method necessarily yields very precise
partitions.
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improvements point to limitations of Louvain, and differences between the per-
formance on both algorithms in terms of quality become apparent in some cases,
but remain small (less than .02), and differences in speed mainly become an is-
sue for very large networks (such as networks with 1,000,000 or more nodes; see
Traag and colleagues’ Figures 5 and 6 for the results; 2019).

Despite this, it was prudent to check the partition results between Louvain and
Leiden for the data I describe in this section just in case meaningful differences
in the partitioning would indicate problems with the validity of my analyses. I
updated Gephi (as a new version, 0.9.3, had just become available early in April,
2022) and installed a plugin created by Traag, Waltman and van Eck (2019)
to run the Leiden algorithm15 and check the results against those produced by
Louvain. I re-ran both algorithms (using the modularity quality function) multi-
ple times, in an alternating fashion. The results of these runs demonstrate that
Leiden produces markedly similar partitions to Louvain (this project’s OSF page
(DOI: 10.17605/OSF.IO/SGQRC) contains the results of this check). Values of Q
are roughly the same (they are all between 0.322 and 0.326), virtually the same
numbers of communities are detected (usually 6), and the communities detected
are of comparable sizes (4 or 5 large ones and one small one). Importantly, mostly
the same nodes with highest betweenness are assigned to the same communities.
These findings serve to validate the outcomes of the Louvain algorithm with the
network I explore in this section, and corroborate the community structure I de-
scribe in the following subsections, at least in terms of the most central nodes in
each sub-community.

Communities

Description I ran the modularity algorithm for the whole 2246-node network,
using the default setting of 1.0 for the γ parameter16 and not using edge weights
(which is checked by default, but irrelevant for these data since they are not
weighted). I left the ‘randomize’ option checked (which refers to how the algo-
rithm chooses which nodes to use in its ‘detection’ process, which is also checked
by default).

The algorithm yielded a solution with five communities within the network,

15This plugin had been available on the previous version, 0.9.2, however a bug in Gephi’s GUI
made it impossible to select ‘modularity’ as the quality function when choosing options for the
algorithm. Only in version 0.9.3 could I actually select all of the desired options, and successfully
run Leiden.

16The resolution parameter, denoted by γ, adjusts the number of of sub-communities the algo-
rithm produces. Gephi sets this resolution parameter to 1.0 by default. Inputting values higher
than this will ask the algorithm to attempt to produce fewer modules (larger ones), and setting the
value at less than 1.0 will likely produce more, but smaller modules. Adjusting this parameter can
result in badly partitioned networks, with low values of Q, if you set the resolution to high, and
artificially high levels of Q if you set the resolution too low.
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with a Q value of 0.323, which indicates that the network is somewhat modular.17

This is not surprising to me, given that my qualitative analysis supports the idea of
a constellation of communities, rather than a single, homogeneous one. The sub-
communities detected by the algorithm varied in size, but the largest four (390,
605, 578 and 631 nodes) were much larger than the fifth community detected (42
nodes). Table 8.2 provides the network statistics for all the communities derived
by the algorithm side by side, which allows us to compare the communities with
one another on their different characteristics.

Community
Statistic 1 2 3 4 5
Nodes 390 605 578 631 42
Edges 4793 8733 20671 29346 171
Ave. Degree 12.29 14.435 35.763 46.507 4.071
Diameter 9 7 6 5 8
Ave. Path 3.112 2.818 2.337 2.193 2.821
Density 0.032 0.024 0.062 0.074 0.099
Transitivity 0.28 0.23 0.30 0.31 0.46
Reciprocity 0.53 0.42 0.58 0.54 0.77
Q (communities) 0.329 (5) 0.284 (6) 0.21 (5) 0.218 (5) 0.525 (7)

Table 8.2: Table showing network-level statistics for each of the five sub-
communities in the follow graph, detected by the algorithm.

Analysis and Comparison Table 8.2 gives a sense of how connected the nodes
within each network are. Community 4 is the most densely connected – the av-
erage node within it is connected to 46 other nodes, it has the highest density
score of all the communities, and the highest transitivity index. It is still relatively
sparse, however. The connections within this network show skew – only a few
nodes have a large number of connections. Networks of this kind are described
as a ‘small world’ network, by the relevant literature. These networks are “gener-
ally sparse: the total number of links. . . is very small compared to the maximum
number of links. . . ” and are characterized by short average path length (p. 1;
Takes & Kosters, 2011), which for this community is 2.193. Small world net-
works also tend to be skewed, with only a “few nodes with a very large amount

17It is common to talk about ‘detection’ of a community structure, but it is important to note
that the result of this process simply comes down to algorithm yielding a partitioning of nodes
into 5 clusters (likely) yielding (about) the highest modularity of all possible partitionings into five
clusters. Of course, it is not possible to assess whether these clusters serve as real sub-communities,
clearly distinct from each other. I argue, however, that they may serve as approximations to partly
independent sub-communities, and therefore consider them as a description of a structure that
possibly quite well resembles an actual constellation of CoPs.
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of connections, the so-called hubs, and there are many nodes with relatively few
connections.” (p. 2; ibid)

Community 2, based on the statistics given in Table 8.2, is the least cohesive
of the five. It has a markedly low average degree score. Average degree refers
to how many edges exist in a network in relation to how many nodes there are.
This, in combination with the lowest density and transitivity index, the highest
number of sub-communities, and the second-highest node count indicates that
Community 2 is even more loosely connected and sparse than Community 4, and
is unlikely to be a community where people closely relate to one another. They
might be quite a fragmented, and possible diverse group, with small sub-groups
within it that do not have much in common with the others. Alternatively, they
might have more or less random connections to one another, but relatively few of
them.

Comparing the communities on overall eigenvector centrality (i.e., seeing
which of the most influential actors within the whole community has been as-
signed to which sub-community) is interesting, because it can give us a sense of
which community might be most influential in the constellation, based on the
average actor, or node within each sub-network. Table 8.2 shows five histograms
capturing the distributions of the eigenvector centrality variable for each of the
five communities.18 The colours correspond to each of the communities – Com-
munity 1 is indicated by blue, Community 2 by green, 3 by yellow, 4 by magenta,
and 5 by dark purple. We can see that Communities 3 and 4 contain a compara-
bly large number of highly influential nodes, while the range of the eigenvector
centrality scores in Community 1 does not even go above 0.5.

Two questions that naturally arise at this point are: is the partitioning of the
greater network reasonable, and, if so, who are the people in these communi-
ties? It is difficult to quantify the former, beyond noting that the quality function
Q of 0.323 is reasonable (Newman & Girvan, 2004), but exploring each of the
five communities might provide a qualitative look at whether there is a natural
partition in the network that the modularity algorithm has uncovered.

To that end, I separated the greater network out into each sub-community to
generate graphical representations of the node clusters themselves, and to see
what words people used in their bios to describe themselves. I copied each of
the users’ bios for each of the sub-communities separately into an online ‘word
cloud’ generating service (https://www.wordclouds.com), to visualize the rela-
tive frequencies of words in the bios. In each word cloud, the size of the words is
proportional to the frequency of the words in the list. Larger words are relatively
more frequent than smaller words. The word clouds I generated are an interest-
ing visual exploration of the words in the users’ biographies, which complement

18It is crucial to note that this plot shows us the distributions of eigenvector centrality scores
calculated for the whole 2246-node community split up by community, and not the eigenvector
centrality scores recalculated for each sub-community (which is what Table 8.2 reports).
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Figure 8.2: Histograms showing the skewed distributions of eigenvector centrality
scores, broken down and color-coded for each of the five communities.
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the qualitative descriptions I provide for each community.
The word-cloud for each of the communities captures the interests, skills and

characteristics of this group as they self-describe in their bios. In exploring the
word-clouds, I highlight a few of the most salient (relatively more frequent words)
and discuss them to highlight certain points in the exploration that I thought were
interesting, and I point to words that are present in some sub-communities word
clouds which are absent in others. I also calculated statistics like eigenvector cen-
trality, degree and betweenness centrality for each of the networks separately, to
highlight potentially interesting actors within each sub-community. I will explore
each one in turn now.

Community 1 The first corpus detected by the algorithm may be the most di-
verse and heterogeneous of the five, but it is still interesting to see if qualitatively
assessing the characteristics of the member nodes validates the grouping of these
nodes together by the algorithm. The word-cloud for this community, as you can
see, highlights words like software, open-source, reproducible, rstats, python and
computational, as well as engineer, phd, professor, postdoc, scientist and tech. The
biographies of the most influential figures19 in this network lend a face to these
self-assigned descriptors. For instance, the account with the highest eigenvector
centrality score, @rOpenSci has the bio: “rOpenSci develops #RStats based tools
to facilitate open science and access to open data.”. User @juliesquid, ranked 2nd,
writes of herself in her bio: “Championing open data science for kinder, better sci-
ence for future us. . . . Users @cboettig, @choldgraf and @noamross (ranked 3rd,
5th and 6th) have similar bios, and share that they are interested in data science,
R, Python and computational research. @carlystrasser, formerly in academia, is
an open science program manager at the Chan Zuckerberg Initiative.20

Some themes are clear, for this community. Though they seem to be the least
cohesive group of the sub-communities, many in the group seem to be interested
in the more technical side of the open and reform science enterprise, focusing
on practices involving statistics, other software and platforms, as well as general
research infrastructures. They represent the academic sciences (indicated by high
frequencies of words relating to academia like professor and PhD), as well as
industry research (co-founder, manager, tech, engineer), and appear to share an
interest in reproducibility and openness.

19Some readers might wonder why eigenvector centrality scores are more interesting to use here
than, for instance, in-degree. However, the use of in-degree for a measure of influence in social
media networks is confounded by the fact that following behavior is highly subject to being gamed
by some accounts (like bots). Eigenvector centrality on the other hand is more robust to issues like
this, and is commonly used to determine a node’s authority or influence (see e.g., Parand, Rahimi,
& Gorzin, 2016) because of the information its calculation takes into account (described earlier in
this chapter), which is why I use it here.

20The CZ Initiative is a philanthropic organization with a focus on science and education, among
other things, co-founded and run by the founder and owner of Facebook, Mark Zuckerberg, and his
wife.
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Figure 8.3: Network visualization of Community 1 detected by the algorithm.
Node size and colour indicate most influential nodes, where paler, larger nodes
are highly influential, and smaller, darker ones are less influential. the most in-
fluential nodes are textually labeled.
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Figure 8.4: Word cloud generated using adjectives listed in Community 1’s mem-
bers’ biographies. Larger words indicate higher frequency in the word list.

Community 2 The second sub-community the algorithm detected is similarly
sparse and unconnected, but much larger in terms of node count than the first.
This network has the lowest transitivity index of all of them, and is the least
dense. The word-cloud generated for the bios of this group show some strong
themes, however. This group, it would seem, contains many people interested
in the natural and life sciences, given the relative presence of words like biology,
genome, bioinformatics, molecular and health (which are not visible in the other
word clouds, meaning that they are either not present or very infrequent). Inter-
estingly, the words journal, access, publishing and openaccess are also prominent.
A look at the most influential nodes’ bios aligns well with the relatively high fre-
quencies of such words. The account @figshare is an account representing an
online, open access platform, which gives researchers a place to store and share
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their research output. The @F1000Research platform provides a similar research
infrastructure in the community.

User @eLife is an account for a journal: “The funder-researcher collabora-
tion and open-access journal for promising research in the life and biomedical sci-
ences. . . ”. The bio of the account for journal PLOSONE is not dissimilar: “PLOS
ONE is an international, peer-reviewed, open-access, online science publication.” Ac-
tors @mbeisen and @phylogenomics are both academics in the life sciences, who
study genomics and other microbiology topics. Other notable accounts are for
journals like the BMC series: “A group of open access, peer reviewed journals span-
ning biological, physical, engineering and medical research. BMC series – Part of
@BioMedCentral”, Nature Communications, BioMed Central and Open Pharma.

The thus identified themes for this group may explain why it was indicated as
a sub-community. Open-access scientific journals with a focus on life and natural
sciences can be expected to naturally be grouped together with research scien-
tists with similar research tendencies. Again, the overarching connection among
them is openness, particularly as it relates to publishing platforms – open access,
platforms and services to facilitate openness and sharing. Interestingly, repro-
ducibility, which is an important element of the joint enterprise, is a relatively
less frequent word within this community compared with Community 1’s biogra-
phies.

Community 3 The third community boasts an average degree that is quite a
bit higher than the previous two communities I explored, and has a small diam-
eter and short average path length, especially given its large size. Pairing these
characteristics with a moderate level of transitivity and density suggests that this
community is relatively well-connected and cohesive.

The histograms of eigenvector centrality distributions for each of the com-
munities in (Figure 8.2) indicates that some of the highest eigenvector central-
ity scores are from members of this community. The table shows that users
@OSFramework and @BrianNosek are ranked 2nd and 5th in the list for this
metric.

The word cloud I generated for the bios of this community shows that highest
relative frequencies are for words like psychology, psychologist, social, cognitive,
and development dominate the visualization alongside university, PhD, postdoc,
professor, academic, fellow and reproducibility, meta-research, transparency and in-
tegrity. Clearly, in this group words associated with social sciences and psychology
are relatively frequent, which seems to indicate that relatively many of its mem-
bers work in those areas. Unsurprisingly (as psychology was arguably the first
to raise concerns about the crisis of confidence and replication failures back in
2011), this combines with a strong emphasis on reproducibility and metascience.
I would consider this group to contain many ‘original’ open science community
members – people who might have attended the first SIPS meetings, and might
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Figure 8.5: Network visualization of Community 2 detected by the algorithm.
Node size and colour indicate most influential nodes, where paler, larger nodes
are highly influential, and smaller, darker ones are less influential. the most in-
fluential nodes are textually labeled.
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Figure 8.6: Word cloud generated using adjectives listed in Community 2’s mem-
bers’ biographies. Larger words indicate higher frequency in the word list.

have been among the first to study metascientific topics alongside their psychol-
ogy content areas.

User @BrianNosek – founder of the Center for Open Science (COS) and first
author of the now-iconic 2015 open science collaboration article which first pro-
filed problems with reproducibility in psychology – is the most influential in this
network. Nosek was also one of two guest editors of a highly impactful and
controversial special issue: Replications of Important Results in Social Psychology,
which contained only replication studies. The account @OSFramework, for the
Open Science Framework (OSF), is the second most influential node. The OSF,
run by the COS, is possibly the most popular platform for sharing study data,
materials and preprints (through the PsyArXiv repository, hosted by the COS) in
psychology. The Psychological Science Accelerator is a global network of psy-
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chological science research groups (represented by the account @PsySciAcc) that
focus on large-scale replication studies, and is also an influential node in this
network.

Actors @hardsci, @MicheleNuijten, @EikoFried and @fidlerfm (Sanjay Srivas-
tava, Michele Nuijten, Eiko Fried and Fiona Fidler), who are also in the top ten
most influential nodes in this network are individual researchers who have each
been on the ‘open science’ scene since very early on, and are well-known ac-
tors among the SIPS community. They study topics like psychology and research
methods from academic faculty positions. Others like early-career researchers
@cruwelli, @DenOlmo, @chartgerink and @peder_isager have held similarly cen-
tral positions in the open science/SIPS community during the time that I have
conducted my ethnography. Europe is strongly represented among this group of
actors, with six of the eight actors I mentioned in this paragraph being from either
Germany or the Netherlands (Srivastava and Fidler are based in the U.S.A. and
Australia, respectively).

Reproducibility, metascience and academic psychology are among the more pop-
ular words within this community. I would argue that this sub-community is at
least partly comprised of what S2 and S3 referred to as being the initial or ‘early’
adopters of open science in psychology.

Community 4 As I discussed earlier in this section, the fourth community iden-
tified by the algorithm seems to be the most internally well-connected and clus-
tered. The word-cloud associated with it would suggest that this is a community
comprised of researchers and scientists in the digital humanities and science and
technology studies, and other people and groups interested in scientific policy,
open knowledge and responsible research and innovation. Some salient words
listed in these nodes’ bios include openaccess, library, digital, services and support.
Words like european, innovation, rri, eosc, policy, citizenscience, humanities and
h2020 are also present, while they are absent in the other communities’ word
clouds.

When looking at the most influential nodes within this community, one could
conclude that these mainly represent Europe and are related by their interst in
Open access @OpenAIRE_eu, @SPARC_NA, @fosterscience, @resdatall, @OKFN,
@OPERASEU and @GOFAIRofficial are all accounts which represent platforms,
coalitions and projects that support and foster open knowledge, within academia
as well as for the public. Among these groups is an emphasis on innovation,
frictionless data and reforming research infrastructure to enable open access for
all possible research consumers (not just those in academia with access to well-
resourced university libraries).

The most influential actor accounts are @irynakuchma, @jeroenbosman,
@RickyPo, @Protohedgehog and @McDawg. According to their bios, these users
have the non-faculty research-related roles of: open access program manager,
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Figure 8.7: Network visualization of Community 3 detected by the algorithm.
Node size and colour indicate most influential nodes, where paler, larger nodes
are highly influential, and smaller, darker ones are less influential. the most in-
fluential nodes are textually labeled.
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Figure 8.8: Word cloud generated using adjectives listed in Community 3’s mem-
bers’ biographies. Larger words indicate higher frequency in the word list.

university librarian, scientific journalist, independent scientist affiliated with the
Institute for Globally Distributed Open Research and Education (IGDORE)21, and
publishing consultant focusing on open access.

An interest in opening up knowledge, for academia and for the public, is
what apparently connects most of this corpus. Many of the influential accounts
in the group are public-facing in their enterprise, and the top actors are in non-
academic/faculty jobs. This is reflected in the relatively lower frequency of some
academia-related words (such as professor, postdoc and academic, for instance),
compared to the previous community discussed. Again, as with Community 2,
note the relatively low frequency of words like reproducibility or reproducible.

21The correct tense to be used for this individual is past, as he passed away in 2019.
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Those words, in fact, are not even visible on this word cloud and demonstrates
that their priorities (as expressed in their bios) are focused on openness rather
than reproducibility.

Figure 8.9: Network visualization of Community 4 detected by the algorithm.
Node size and colour indicate most influential nodes, where paler, larger nodes
are highly influential, and smaller, darker ones are less influential. the most in-
fluential nodes are textually labeled.

Community 5 As I mentioned earlier, this sub-community is the smallest out of
all the networks found in the modularity solution, with 42 nodes and 171 edges.
It has the highest density, transitivity, and reciprocity of all the sub-communities
(0.099, 0.46 and 0.77, respectively). Figures 8.11 and 8.12 provide the related
visualizations for this community.

This community consists largely of accounts which are related to The Open
University (OU), a British public research-focused university, and the largest in
the United Kingdom based on number of enrolments. The top three influential ac-
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Figure 8.10: Word cloud generated using adjectives listed in Community 4’s mem-
bers’ biographies. Larger words indicate higher frequency in the word list.

counts (i.e., those with highest eigenvector centrality ratings) in this network be-
long to different faculties at the institution, including STEM (Science, Technology,
Engineering and Mathematics; @OU_STEM), astrobiology (@Astrobiology_OU)
and physics (@OU_SPS). Others belong to researchers who are employed by The
Open University.

Although the university’s name has the word ‘open’ in it, this seems not to
relate to open science in the sense that I mean it for the context of this study.
Instead, it relates to the fact that the university is open in how it approaches
university-level study. Its goal is to give “anyone, anywhere the power to learn”
(according to its website: https://www.open.ac.uk/about/main/). Practically,
this means that most of its courses are offered online or in a hybrid capacity, and
that it allows flexibility in how students can approach studies. The words in the
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word cloud for this network reflect the interests of this small group of accounts –
words like university, learning, teaching and openuniversity indicate this.

Unfortunately, this sub-community seems to be relatively unrelated to the con-
stellation even though it shares edges with several nodes in other sub-communities
(which you can see in Figure 8.13). As it is a sub-community relatively unrelated
to the reform and open science constellation, I will not attempt to explore it fur-
ther.

Betweenness Centrality

Brokers – actors that bridge different communities of practice in a constellation –
are important for these constellations. As I discussed in the previous two chapters,
in Wenger’s theory brokers transfer elements across boundaries between prac-
tices (in both directions, ideally). Brokers have an active role in this information
transferral process, and should be compared with actors who simply hold mul-
timembership and do not necessarily do any active work to bridge community
boundaries.

I wanted to explore the possibility of whether brokers could be reasonably
identified in the follow network. In the SNA literature, betweenness central-
ity is used to find nodes which may play the role of broker in a network (Burt,
2002). High betweenness centrality scores denote broker nodes in a graph, as
they connect frequently to other nodes and sub-groups in the network (Abbasi,
Hossain, & Leydesdorff, 2012). When I first got the calculated betweenness cen-
trality scores for each node in the large network, I saw that nearly all of the major
ones were bots and other organizational accounts. As I discussed earlier, such
accounts follow a disproportionate number of accounts, and are often followed
by large numbers of others themselves. This means that, naturally, their between-
ness centrality scores would be high. Although some organizations and groups
play a clear brokering role in the constellation, bridging different communities of
practice in their activity, many accounts run by bots, or belonging to, for instance,
journals, appeared to create noise and obscure meaningful bridge nodes more
than anything.

In the interest of revealing which Twitter accounts may play a genuine and
clear brokering role in the constellation (on the basis of the quantitative mea-
sure of betweenness centrality), I removed a number of accounts from the data
set, leaving only human accounts, and accounts that belong to groups, teams or
communities in the constellation.22 I filtered the data set manually, relying on a

22Some readers might wonder why I did not just filter the main data set to remove these ac-
counts from the beginning. I considered this, and decided that both kinds of accounts, that is,
bots/organizational accounts and human-run accounts, play a role in the reform and constellation.
They all have a part in contributing to the discussion of the joint enterprise on Twitter.

Bots can have valuable community-maintenance roles, for instance, because they are efficient
in amplifying information and are not selective when they do it (i.e., if they are programmed to
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Figure 8.11: Network visualization of Community 5 detected by the algorithm.
Node size and colour indicate most influential nodes, where paler, larger nodes
are highly influential, and smaller, darker ones are less influential. The most
influential nodes are labeled with their Twitter handle.
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Figure 8.12: Word cloud generated using adjectives listed in Community 5’s mem-
bers’ biographies. Larger words indicate higher frequency in the word list.

combination of the text in the users’ bios, and the knowledge of the space I have
gained over the course of my ethnographic activity. I filtered user accounts out of
the data set using the following criteria:

• Automated, or bot accounts

• Accounts belonging to journals and magazines

• Accounts belonging to universities, university departments, or university
libraries

retweet anything using #openscience, they will do so indiscriminately). As such, they should be
considered an integral part of the main community graph, in my opinion.
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Figure 8.13: Network visualization of the full community, with dark purple nodes
and edges indicating Community 5. Node size is consistent, and colour indicates
the five communities. The intensity of the node and edge colour is altered to
highlight Community 5 and show where its nodes and edges fit within the broader
network. To de-emphasize the other four communities, paler colours have been
used (they are still consistent with previously used colours: Community 1 blue, 2
green, 3 yellow and 4 magenta).
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• Accounts set up for promotion of software, software packages or related
tech products

• Accounts associated with repositories, and other products for use in re-
search methods (like Prolific, for instance, which is like Mechanical Turk,
except the participants are heavily and carefully curated and screened)

• Accounts for organizations that are only tangentially related to the constel-
lation (like CERN, for instance)

I explicitly kept some organizations and groups in the sample, because they
named themselves explicitly as ‘open science communities’ (or similar things),
or because I knew them to be explicitly related to community groups focused
on open science and reform. For instance, any of the regional OSCs, the OSF,
open- and metascience-focused lab groups and communities that are less clearly
labeled by name (but nevertheless are easy to detect based on their Twitter bios)
were retained in the sample. SIPS and the UK Reproducibility Network are other
examples. If I was unsure of whether or not I should filter a node out, I opted to
leave it in.

Data

Description The resulting network contained 1392 nodes, and 53079 edges.
The graph and metrics are associated with it are in Figure 8.14 and Table 8.3.

Network
Statistic Follow Filtered Follow
Nodes 2246 1392
Edges 100128 53079
Ave. Degree 44 38
Diameter 8 8
Ave. Path 2.661 2.57
Density 0.02 0.027
Transitivity 0.22 0.23
Reciprocity 0.49 0.56
Q (communities) 0.323 (5) 0.364 (5)

Table 8.3: Network statistics comparing the original 2246-node follow graph and
the filtered version.

The average node had approximately 38 connections. The graph’s density was
calculated as 0.027, with a transitivity index of 0.23. The network’s diameter is
8, and the average path length 2.57. I also recalculated the modularity of the
network, which yielded a modularity value of 0.364 with five sub-communities.
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Reciprocity for this network is 0.56. The modularity algorithm yielded five sum-
communities, and I colour-coded the network graphic to differentiate the sub-
communities from one another. Interestingly, the communities the algorithm ‘de-
tected’ seem consistent in their content as those that were ‘detected’ in the larger
sample which I explored in the previous section, as I will discuss below. This
is a kind of validation of the original partitioning the software performed. This
network, just as the others, show skewed distributions of the data indicating so-
cial power, popularity and influence: Only 17 (1.2%) of the 1392 nodes have an
eigenvector centrality score above 0.5, and only four accounts have a score above
0.7.

Comparison with Parent Network This human-only network has marginalized
Community 2, identified in the large network as green nodes, as the visualization
in Figure 8.14 shows. This is unsurprising, as in the parent network it contained
many bots, organization and journal accounts which the filter excluded. Now, this
sub-community is influenced by accounts associated with the OSC networks in Eu-
rope (meaning that these accounts hold the highest eigenvector centrality scores
for this sub-community in the filtered network). The OSC accounts of Utrecht,
Leiden, Amsterdam, Rotterdam, Eindhoven, Nijmegen and Groningen all appear
in the top 10 accounts ranked by eigenvector centrality. Community 5 has also
been marginalized, again, largely because it contained many organization nodes
in the parent network. In this refined graph, there are only six deep purple nodes
remaining – these are located at the top right of the network, at the periphery.
These accounts belong to human users who are working at or students attending
the OU.

Communities 1, 3 and 4 (once again, denoted by blue, yellow and magenta re-
spectively) are large in the filtered network, based on node count, which is clear in
the network visualization. The top influential nodes in this community reflect the
top nodes in the original sample, though now @BrianNosek and @OSFramework
occupy the top two positions. Community 4 still dominates in terms of how many
of their members occupy influence spots in this network. While Community 3 is
represented in the top 20 by seven members, more than half of the list is domi-
nated by Community 4, again (12 nodes).

Although a similar general structure was retained after the network was fil-
tered, leaving mostly single actor-run user accounts, the filtering has not greatly
changed important network statistics. Table 8.3 shows these values compared
side by side. The filtered follow graph (Figure 8.14) is marginally denser, slightly
more locally clustered, and shows a slightly higher tendency for its members to
reciprocate follow behavior. It is comparably modular.

Surprisingly, at least to me, filtering out almost 1,000 nodes (some of the
most embedded nodes among them), has barely changed the main properties of
the network. Intuitively, I would have thought that reciprocity and transitivity
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would have increased in the filtered sample, as I would have expected that the
filtering would have changed a mixed information and social media network to a
mostly social network.

Figure 8.14: Network visualization for the community with bots and organi-
zational accounts removed. Top 10 betweenness centrality-scoring nodes are
coloured white for emphasis. Their community is denoted alongside their handle
in parentheses. Node and edge color for the rest of the network denote which
community they were categorized into (consistent with the previous visualiza-
tions of the sub-communities, Community 1 is shown in blue, Community 2 in
green, Community 3 in yellow, Community 4 in magenta, and Community 5 in
dark purple). Node size denotes betweenness centrality score.

Potential Brokers While it is not possible to identify brokers in a qualitative
sense using these data, I can attempt to identify people who hold a brokerage
position in the structure. Such people, who sit between paths between other
nodes, are listed in Table 8.4. They are ordered by their betweenness centrality
score. Nosek and the OSF possibly hold brokerage positions in this network, based
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on their high betweenness centrality scores. This is not surprising, as the OSF is a
very central organization and offers a platform for many different ‘kinds’ of open
scientists and reformers to use.

Rank Handle Betweenness Eigenvector Community
1 OpenScienceMOOC 172624.41 0.70 4
2 irynakuchma 85496.48 0.60 4
3 BrianNosek 82260.13 0.94 3
4 OSFramework 79439.65 1 3
5 McDawg 65893.04 0.53 4
6 Protohedgehog 51953.79 0.71 4
7 giladfeldman 48704.08 0.41 3
8 MarkHahnel 40443.36 0.51 4
9 researchremix 39879.87 0.59 4

10 hardsci 39794.49 0.51 3

Table 8.4: Top-ten accounts for betweenness centrality in the refined (bot-free)
network, ranked by betweenness centrality score, along with their eigenvector
centrality scores and the community they were assigned to by the algorithm.

This is consistent with my observations and other qualitative findings. Nosek
has a central role in the open and reform constellation, and is active in engaging
with many different groups on Twitter on the topic of open science and reform.
Here, we can see that it is hard to match the idea of a structural broker with the
kind of broker that Wenger describes. I have observed Nosek engaging with many
sub-communities in the network, which is reflected in his high ranking in the
table, but I am not sure that he performs brokering in terms of bringing practices
from one community to another (and back again), for instance. His attempts
at engaging with some reform sub-communities are not always answered with
interest or receptivity, which would make it difficult for a brokering role to be
carried out even if one such as Nosek were inclined to play such a role.

Although this part of the network analysis did not yield what I expected ex-
actly, it is interesting to see evidence of a mismatch between SNA’s concept of
betweenness centrality in terms of how it defines nodes which play the role of
structural broker, and Wenger’s concept which defines brokers as people who ac-
tively transfer information between different domains and CoPs.

8.6 Streaming Twitter Data

I decided to exploit Twitter’s API as much as possible in service of arriving at a
descriptive and faithful snapshot of the open science and reform community, from
different angles. Searching biographies for certain keywords and selecting actors

170



8.6. Streaming Twitter Data

in that way, as I did for the network in Section 7.5 is one method, and streaming
using keywords is another one. I use the latter in this section.

During streaming, in which a live connection with the Twitter API is main-
tained, one can collect data in real time, that is, as they are produced by Twitter
users. One can capture tweet and retweet content, and who engages with whom,
for instance. Given the nature of this research, I chose to focus on the latter data,
and used different keywords (in this case hashtags) to select actors.

#openscience is a commonly-used hashtag in tweets and retweets, especially
for information exchange and to signal the content of posts in discussion threads,
and so I chose to stream data using this hashtag as a search query. These data
form a second potential ‘open science network’, and will provide a picture of the
people engaging in open science-related information exchange and discussion.

Though a very popular open science conference, SIPS, was already over by the
time I was collecting data, the AIMOS conference which I mentioned before, was
held online in December 2020, providing me an opportunity to tap into those data
instead. I used the conference’s official hashtag #AIMOS2020 to collect AIMOS-
related network data. These data form a third potential network, and should
expose a set of people at least clearly interested in OS-, reform- and metascience-
related research practices.

I streamed data for both of these hashtags via the Gephi plugin ‘Twitter Stream-
ing Importer’ developed by Matthieu Totet (2016). The plugin, using Twitter’s
streaming API, allows an authenticated user to stream tweets in real time, based
on the use of keywords, hashtags, or user accounts. It gets the information on
the activity between users mentioned in tweets and retweets, and uses Gephi’s
visualization functionalities to explore the network data obtained.

In each instance, I input the hashtags as strings into the ‘words to follow’
field and ‘added’ them to feed them into the plugin as search queries. Applying
network logic to the stream in essence applies an algorithm to get the information
in a tweet to a network graph in Gephi.

By using the so-called Bernadamus Projection logic option, which is similar in
function to the User Network Logic option (which captures interactions between
users based on hashtags used in tweets: Strick, 2020), a tie between users is
only created if the tweet, mention or retweet contains certain keywords. For my
analysis I chose #openscience or #AIMOS2020 (depending on which network
we are referring to). It aims to reveal more the “cluster” of discussions between
users and reduce noise, according to Totet (personal communication; December
1, 2020). In the network it generates, nodes are generated when a user tweets
using the hashtag specified, and ties are formed when users mention other users
in combination with one of the specified hashtags, or retweet their posts (that
include the relevant hashtag).
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#openscience Stream

As I already mentioned, I collected Twitter user network data using ‘#open-
science’ as a search query. These data were collected over a period of two weeks,
on each day in that 14-day time-frame, from different times of day and night
(given the international nature of the open and reform community) to attempt
to get as representative a sample as possible. Data collection windows varied in
length from two to several hours in duration. Data collection occurred for a total
of 355 hours over 15 days: from Sunday 12pm on December 27, 2020 to Sunday
7am on January 10, 2021.

Although people use #openscience in a number of different contexts, a very
common usage of the hashtag in tweets and retweets (as opposed to in their
bios) is to share information. This information might pertain, for example, to
upcoming conferences, symposia or other events, past talks and presentations,
published articles, preprints and blogposts on open science-related topics, and
news items (e.g., the introduction and promotion of newly-formed OSC groups
or organizations). I was interested in using this hashtag because I surmised that
people actively sharing open science-related information would be part of the
community to some degree.

Results for Analysis of the #openscience Network

Over the period of data collection for this hashtag, I obtained data for 2392 nodes
and 9472 edges, though these data were incomplete: data on friend and follower
counts were missing from several hundred accounts collected. This is possibly
due to a bug, or because the information on private or ‘locked’ accounts was not
available. I deleted these partial data. The complete data contained 1649 nodes
and 6258 edges. The results are given in Table 8.5 and a visualization of the
graph in Figure 8.15.

The table indicates that the average user in this network follows fewer than
four other users using #openscience in this corpus. The shortest path between
the two most distant nodes in this corpus is quite long, at 14. That and a very
low density and transitivity of 0.002 and 0.008 respectively, indicate that this
network is sparse, and relatively locally disconnected. Reciprocity is very low for
this graph, with a ratio of 0.09 meaning that less than ten percent of ties are
reciprocated.

This network is smaller than the follow network in terms of nodes, and is
a lot sparser, containing fewer ties between users and fewer closed triangles.
This is made apparent by a comparison of the density of this network to the
follow network (0.002 compared with 0.02, and 0.024 which is the density of
the #AIMOS2020 network). Comparing the diameter of the networks is also re-
vealing: the follow graph’s diameter is close to that expected for a ‘small world’
network, where everyone knows everyone, however the diameter of the #open-
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science stream network is twice that, at 14. The network is highly modular (Q
= 0.827, 139 communities ‘detected’), but most of the sub-communities contain
fewer than 20 members. A comparatively low reciprocity ratio raises interesting
questions about the relations between the set of actors who use #openscience in
their tweets. It likely indicates that, contrary to my informal expectations, peo-
ple who use the hashtag in their tweets are a different subset of people who use
‘open science’, ‘science reform’ and ‘metascience’ and other related terms in their
biographies. Certainly, in hindsight I can see that the most active and influen-
tial accounts in this network are different to the people who are most active and
influential in the open/reform follow graph.

Metric Value
Nodes 1649
Edges 6258
Ave. Degree 3.795
Diameter 14
Ave. Path 4.295
Density 0.002
Transitivity 0.008
Reciprocity 0.09
Q (communities) 0.827 (139)

Table 8.5: Network metrics for the #openscience stream network.

The network statistics calculated for this graph tell us several possible things
about its membership and its structure. The high Q value, low reciprocity and
transitivity, as well as high diameter and path length all indicate that the people
using this hashtag on Twitter are a highly fragmented group of people. Nodes
in this network are not closely connected with one another, which indicates that
they may not work closely with one another, or share much with one another
in terms of information on this network. Reciprocity is very low also, which
further indicates that the users in this network tend to be isolated, and may not
know each other, or not participate in larger, more cohesive communities. It is
likely that many accounts use #openscience as a way of transmitting information
(whether that is to amplify the content others have shared, or to draw attention to
their own content), rather than as a means of social connection. This is supported
by some literature (see e.g., Grover & Kar, 2020; Hermann, Nehls, Eitel, Barri, &
Gammel, 2012).

News or Social Media? From looking at this graph, we can also learn that bots
and organizational accounts have interesting and strong influences over the struc-
ture of the network. This also feeds into the idea that the use of #openscience
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Figure 8.15: Network graphic for the #openscience hashtag graph. Color denotes
in-degree range (paler colors indicate nodes with higher in-degree scores), while
node size denotes betweenness centrality score range (larger size indicates nodes
with higher betweenness centrality score.)

places this platform in the role of an information and news media site, rather
than a social media site, a topic explored thoroughly by Kwak, Lee, Park and
Moon (2010). Automated and organizational accounts are very active on Twitter,
retweeting and following at abnormally high rates. They exert a lot of influence
on the network structure, particularly when it comes to centrality and out-degree
scores. This is no novel finding, however. Schuchard, Crooks, Stefanidis and
Croitoru, for instance, demonstrate this effect of bots on social media network
structures in an interesting empirical study (2019), showing that bots, though a
minority in the group, strongly influence the network with very high eigenvector
centrality scores due to attempts to initiate contact with other users through (for
example) retweets at a rate much higher than human users. The exploratory find-
ings for this data set of user accounts support their conclusions, which is evident
in the below table which shows the top 20 accounts in this network ranked by
eigenvector centrality.
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The varying ways in which open/reform actors use Twitter is interesting to
consider in the context of the idea of the CoP. In the function of a CoP (or a con-
stellation of them), information transmission is just as important as the formation
of ties due to shared interests or familiarity (because these elements contribute to
reification and issues of boundaries and negotiation of meaning, for instance). It
is interesting to see that bots and organizations tend to be the ones most active in
passing on information within the network (while human accounts are perhaps
more active in homophily-related, social network activity on this platform).

Rank Handle Eigenvector Betweenness
1 CODATANews* 1 5696.95
2 EoscLife* 0.88 1610.90
3 dasaptaerwin 0.84 1831.29
4 eoscsecretariat* 0.83 3216.21
5 hapyresearchers* 0.80 0
6 GOFAIRofficial* 0.63 0
7 olivier_pourret 0.62 1016.57
8 researching_reb 0.53 43.70
9 ringeochemistry* 0.47 0
10 phdtoothfairy 0.44 3976.02
11 openacademics* 0.39 376.71
12 virusesimmunity* 0.39 0
13 eutemaeu* 0.38 0
14 natnoret 0.37 23.69
15 simonchunter 0.36 20.73
16 psychres_rach 0.36 47.889
17 tiberiusignat 0.33 0
18 kirkdborne 0.31 0
19 eoscportal* 0.28 3567.21
20 eu_h2020* 0.27 0

Table 8.6: Top 20 #openscience users ranked by eigenvector centrality score (EC),
with associated betweenness centrality scores listed. Automated (bot) or organi-
zational account denoted by *.

Betweenness Centrality and In-Degree The network graph highlights an in-
teresting contrast between this betweenness centrality (which indicates actors
which may have a brokering or bridging role in the network) and in-degree (a
measure of popularity). These two metrics tend to be moderately to strongly
correlated (see e.g., Valente, Coronges, Lakon, & Costenbader, 2008), but in the
case of this network, we find that they are more weakly correlated than expected
(r = 0.33). The network visualization is consistent with this. The figure shows
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both betweenness centrality and in-degree: The former is denoted by node size
(larger nodes indicate higher betweenness centrality scores), and the latter, by
colour intensity (paler shades indicate higher in-degree). One would expect the
lighter nodes to be larger in the case that an increase in one variable is associated
with an increase in the other, but this is only true for some of the nodes. For
instance, @dasaptaerwin, @eoscsecretariat and @codatanews are all nodes which
have high betweenness centrality scores, and high in-degree. Compare this with
users such as @andgenomics and @openscitalk, which self-describe as broadcast-
ing bots (i.e., their goal is to amplify and transmit information across and within
groups of users on Twitter). The former has the sixth highest in-degree in the net-
work, meaning that it is a popular account in this corpus, but it has a relatively
low betweenness centrality score (its score is 11, where the range of scores is be-
tween 0 and 9040). This means it does not sit on the paths between other nodes
very often and is unlikely to play an kind of brokering role, at least in this hashtag
network, which somewhat defeats its purpose as a community broadcaster.

The other account, @openscitalk, shows the opposite effect: It is ranked rel-
atively high on betweenness centrality (with a score of 410), but its in-degree is
only 6 (on a range between 0-194). This bot account is not popular in this corpus
(though it is active in its following behavior, with the second-highest out-degree of
all the nodes), though it sits a position between many nodes, which the network
graph shows (it is positioned very centrally, and it is clear to see all of the outgo-
ing edges which emphasize its prolific following behavior). This combination of
characteristics indicate that this bot is in a position to be an efficient information
transmission account, were it to be targeted by a higher number of accounts in
this corpus. Please note that when I say “in this corpus”, I mean to delineate this
network from the broader network of open science and reform chat on Twitter –
this is only a small sample of that possible network, and I can only discuss certain
nodes in the context of this particular network, in which they feature23.

Eigenvector Centrality and Betweenness Centrality The table showing the
top 20 most influential users tweeting using #openscience gives us a sense of
what users dominate hashtag-driven engagements on Twitter. Note that this does
not mean that these accounts dominate the most relevant or meaningful discus-
sions relating to open science and reform, just the discussions which feature the
hashtag. Although I have noticed that some of the more important or relevant
discussions relating to the community’s identity and boundary formation (for in-
stance) use the hashtag, I have observed that it is much more common for the
hashtag to be used in posts which share information and news within the network.

23That said, this particular example might extend to the broader network. The account
@OpenSciTalk is a relatively less well-followed ‘open science’ broadcaster bot (under 3.2k follow-
ers), compared with its siblings @openscience (71.5k followers), or @_open_science_ (12k follow-
ers)

176



8.6. Streaming Twitter Data

Use of hashtags to help amplify posts is a well-known technique, because auto-
mated accounts retweet using them as a keyword as they crawl Twitter. Including
‘#openscience’ within a tweet, for example, will prompt bots @openscience and
@OpenSciTalk to retweet that post (some accounts’ bios explicitly say which hash-
tags will automate a retweet, for instance, this one’s bio includes the text: “Use
#OpenScience or #OpenSciTalk for RTs.”).

Accounts like @CODATANews and @EoscLife are users which, like the broad-
casting bots I mentioned (which are programmed to automate amplification of
tweets by retweeting hashtag posts, and follow many accounts, partly with the
aim of being followed back), are designed to transmit information across the net-
work. They are accounts which are either automated or partially automated (that
is, control over posts and retweets is shared by a human and bot – a bot will
automatically share some content, but the bot’s posts are supplemented by a hu-
man user), and are often associated with an organization of some kind that has a
mission or goal to enrich or facilitate community development.

For example, the website associated with @CODATANews has the following
text on its homepage: “As the Committee on Data of the International Science
Council (ISC), CODATA helps realise ISC’s vision of advancing science as a global
public good. CODATA does this by promoting international collaboration to advance
Open Science and to improve the availability and usability of data for all areas of
research.”. The remit of CODATA is very broad, as its target audience is scientists
across the globe, which naturally places it in a role involving brokering, or at least
bridging, between existing sub-communities. This node has a high betweenness
centrality score, which supports the possibility that succeeds in a kind of bridging
function in this hashtag network, and possibly beyond. Account @EoscLife is an-
other interesting example of an influential node. The website linked in the profile
says of the organization: “EOSC-Life brings together the 13 Life Science ‘ESFRI’ re-
search infrastructures (LS RIs) to create an open, digital and collaborative space for
biological and medical research.” This account not only is highly influential in this
hashtag network, it is likely to bridge the medical and life sciences communities
and the general open science communities, a conclusion supported by the node’s
high betweenness centrality score.

Global Influences I have already discussed that the open science and reform
constellation of communities of practice is somewhat globalized. That said, open
science, science reform and metascience efforts do not seem well represented
by some groups (An extreme example of this is the continent of Africa, which
is greatly under represented in science: North, Hastie, & Hoyer, 2020) and are
concentrated in hubs, to some degree. For instance, areas in the Netherlands,
Germany and the UK have been heavily involved in the grassroots journal-club
initiative ‘ReproducibiliTEA’, which first began in Oxford, UK and has since spread
to 109 different institutions, 78 of which are held in European localities.
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The ‘Open Science Communities’ are another example of Europe-based ini-
tiatives. These are independent grassroots communities that have popped up
in multiple places, particularly concentrated in the Netherlands. Another hub
can be found in Melbourne, Australia, where the influential Melbourne Open Re-
search Network and research group behind the RepliCATS project originated and
is based.24 Open science researchers from Melbourne are also behind AIMOS, the
Association for Interdisciplinary Meta-Research and Open Science.

Unsurprisingly, this network reinforces this picture of a globalized constella-
tion of communities. Diving into each of the profiles of the human accounts on the
top 20 list, that the most influential and central nodes in this hashtag network rep-
resent a range of different countries. This network’s most influential human ac-
count, @dasaptaerwin, belongs to Dasapta Erwin Irawan, a hydrogeologist based
in Indonesia, working on RINarxiv, Indonesia’s preprint server. Olivier Pourret,
owner of the seventh most influential account in this network, @olivier_pourret,
is a geochemist based in France. Rebecca Johnson, Simon Hunter and Rachel Tay-
lor (@researching_reb, @SimonCHunter, and @psychresrach) are all researchers
based in Glasgow, Scotland. Esther Plomp (@PhDToothFAIRy) is based in the
Netherlands, Nathalie Noret (@natnoret) hails from York, UK. Tiberius Ignat
(@TiberiusIgnat) is based in Munich, Germany, and Kirk Borne (@KirkDBorne) in
Maryland, USA.

#AIMOS2020 Stream

These data were streamed from Twitter for a period of time surrounding the
AIMOS 2020 conference, as mentioned before. In this context, I was interested in
users discussing the AIMOS conference using its official hashtag, #AIMOS2020,
and followed the same method as described before (using the streaming importer,
the same projection method and entering the keyword into the query field).

The conference itself was held on 3rd and 4th December, however, in my ex-
perience, discussion online about conferences tends to begin a few days before,
with people who are looking forward to the event sharing their excitement, ral-
lying of other members, planning of social events (naturally largely online due
to not only the nature of a conference of this size, but also due to COVID-19
restrictions affecting the entire world), and providing information for potential
last-minute sign-ups.

The discussion tends to take several days after a conference to come to a
close, too, as people like to use Twitter to reflect and reminisce, so it is good to
cast a broad net. I began streaming using the official AIMOS hashtag at 11pm
on December 1, and allowed the stream connection to stay open until 11pm on
December 7, during which period data were continuously streamed from Twitter.

24Funded by DARPA, the project represents an enormous crowd-sourced effort to develop and
test methods to produce accurate predictions about reproducibility of social science research find-
ings, with 4000 papers ultimately assessed.
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I did not experience any WIFI outages during this time (connection issues throw
an error message in Gephi, and stop the streaming process so I would be made
aware of them), so I do not anticipate any data were lost.

Description

I began streaming from the Twitter API three hours before the conference began,
and ended it 24 hours after the conference ended. In this period, I obtained net-
work data involving 147 nodes and 523 edges. A given node in this network will
have an average of fewer than 4 interactions with others, and its density is 0.024,
which means that this corpus, compared with the following hashtag network, is
relatively well-connected. Again, in comparison with the #openscience network,
it is close to a ‘small world’, with a short diameter and average path length. These
network properties are listed in Table 8.7, and the network graph in Figure 8.16.

Metric Value
Nodes 147
Edges 523
Ave. Degree 3.558
Diameter 7
Ave. Path 2.945
Density 0.024
Transitivity 0.18
Reciprocity 0.16
Q (communities) 0.47 (5)

Table 8.7: Network metrics for the #AIMOS2020 stream network.

Analysis

Naturally, this network’s graph is dominated by the AIMOS account (@aimos_inc),
which was retweeting every post which included the conference hashtag. Other
influential nodes in the network are associated with accounts belonging to Fiona
Fidler and Hannah Fraser (an Australian researcher with heavy involvement in
Fidler’s work and initiatives, and a history of working with her). This network is
fairly modular, with a Q value of 0.47 (the algorithm ‘detected’ five communities).
The sub-communities are indicated in the graph by different colours (see the
caption on Figure 8.16), and eigenvector centrality is indicated by node size,
where larger nodes have the highest scores.

Brokering Some nodes have a high betweenness centrality score because they
are very central nodes (and naturally lie on paths between other nodes), but oth-
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Figure 8.16: Graphic showing #AIMOS2020 stream network. Colour indicates
communities (the modularity solution yielded five, denoted in purple, pink, blue,
green and orange), and white nodes indicate the ten nodes with the highest be-
tweenness centrality score (the potential structural brokers). These top-ten nodes
have also been labeled with their Twitter handle. Node size denotes influence in
the network (larger size indicates higher eigenvector centrality score).
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ers are in such positions because they have ties to multiple communities (and
likely have a brokering function), rather than just sharing connections with other
sub-community members. Actors such as @fidlerfm (Fiona Fidler), @evamen
(Eva Mendes), @SMirandaField (myself), @lingtax (Matthew Ling), @mattmakel
(Matt Makel) and @siminevazire (Simine Vazire) have ties to at least two sub-
communities within this graph, which you can see from Figure 8.16. This, along
with their high betweenness centrality scores, indicates that they are likely to re-
ceive and/or transmit information from and to multiple different sub-communities
of people (Abbasi et al., 2012). Whether this means they are brokers in Wenger’s
sense of the word is a conclusion I cannot draw with these data, however.

Psychology, Open and Metascience This network, in my estimation, comes
closest to approximating the ‘metascience’ community members who are active
in the in-person events I have attended. Actors like Simine Vazire, Brian Nosek,
Fiona Fidler, Matt Makel, Lisa Spitzer, Julia Rohrer, Dorothy Bishop, Chris Hart-
gerink and Sophia Crüwell are people I have come into close contact with at SIPS
and Metascience conferences in the past, and with whom I have had in-person
discussions about relevant issues. In this group are many individuals that, over
the course of my ethnographic study, have had clear roles in steering early reform
activity in the open, reform and metascience community. Their areas of research
are in, or closely border, psychology.

I will discuss a few of these actors to illustrate their roles in the community,
especially earlier on. I have already discussed Nosek’s crucial role in kicking
off many large-scale initiatives. Simine Vazire is Editor in Chief of SIPS’s flag-
ship journal, Collabra: Psychology, and has been central actor in establishing the
improving psychology community through SIPS. Fiona Fidler heads AIMOS, the
Melbourne reproducibility network MORN, and is the principal investigator of
the large-scale project RepliCATS that I have discussed previously. She has also
been present at each of the SIPS I have attended (i.e., all barring the first, in
2016). Hartgerink is one of the people behind statcheck, which is software pro-
grammed to find inconsistencies in reported statistics in articles. This software
has been the center of much discussion in the community, especially soon after
its release in 2016, and the sticker advertising it is usually among those stickers
seen on the laptops of ‘open science people’. Matt Makel is first author of one of
the first publications to raise concerns about the fact that replication studies are
conducted so rarely in psychology (Replications in Psychology Research: How Often
Do They Really Occur? Makel, Plucker, & Hegarty, 2012), while actors like Ling,
Spitzer, Rohrer and Holcombe are active in Twitter discussions and contribute to
the literature on topics surrounding reform in (psychological) science.

Although I think it is likely that this particular network reflects some of the
original ‘open science’ group membership in terms of its composition, it does not
have as high a reciprocity statistic as I would expect.
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Global Representation As with the #openscience network, this network repre-
sents a globally diverse group of people. People in this network represent Aus-
tralia, New Zealand, the USA, Mexico, Canada, Brazil, Germany, the Netherlands,
France, Spain, Portugal, Norway, Czechoslovakia, the UK, China (Hong Kong and
Taiwan), Thailand, Indonesia, the Philippines, and India.

8.7 Summary and Conclusions

Quantitative Comparison

I will not dwell too long on comparing the three networks in terms of their quan-
titative metrics, however a quick look at these metrics side-by-side (given in Ta-
ble 8.8) provides an interesting picture. Although the open and reform follow
graph is somewhat sparse, the #openscience graph is extremely sparse and lack-
ing in cohesion by comparison (densities calculated for each of these networks
are 0.02 and 0.002, respectively). With a density of 0.024, the #AIMOS2020
network is the most dense of the three. Once again, network size is an impor-
tant factor to keep in mind when comparing networks on density and diameter,
however, the #openscience hashtag streaming graph is almost a thousand nodes
smaller than the follow graph (meaning that, quantitatively speaking, we would
probably expect it to be denser than the follow graph, rather than sparser). The
#openscience network is the most modular, with 139 communities ‘detected’. The
other two graphs are similarly modular to one another: The software ‘detected’
five sub-communities in each.

Network
Metric Follow Graph #openscience #AIMOS2020
Nodes 2246 1649 147
Edges 100128 6258 523
Ave. Degree 44.581 3.795 3.558
Diameter 8 14 7
Ave. Path length 2.661 4.295 2.945
Density 0.02 0.002 0.024
Transitivity 0.22 0.008 0.18
Reciprocity 0.49 0.09 0.16
Q (communities) 0.323 (5) 0.827 (139) 0.47 (5)

Table 8.8: Table comparing network statistics for each of the three primary
graphs analyzed in this chapter – follow graph, and two streamed hashtag graphs
(#openscience and #AIMOS2020).

There is overlap between these networks, though not as much as one might
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expect. Only 10 accounts appeared in all three networks. Twelve accounts ap-
peared in both the hashtag networks, 26 appeared in both #AIMOS2020 and
follow networks, and 28 accounts appeared in both the follow and #openscience
networks.

Concluding Analyses

There are a few different hypotheses and questions which arise from compar-
ing these different graphs, concerning validity of the methodology, and whether
we can infer anything from them about their appropriateness as proxies for de-
scribing the greater reform and open constellation. One overarching question
that is worth considering concerns what the function of the conceptual greater
reform/open science network might be. Is it primarily an information network,
in which nodes act to broadcast and amplify news and information about open
science, metascience and the reform movement within the community? Or is it,
in contrast, a social network, where friends and colleagues connect with one an-
other to provide support, belonging and to share identity-affirming content? The
skewed distributions of the degree data for each network supports the former, say
Myers and colleagues (2014), as does the sparse connectivity of the #openscience
network.

The latter function (i.e., of the social network) is supported by the shorter
diameters and higher densities of the follow graph and the #AIMOS202 hashtag
network. I argue that the most plausible explanation is that both functions for
tie formation – news and social interests – are at work, as earlier articles have
found (Kwak et al., 2010). People on Twitter use it for various reasons, and there
is no expectation or requirement for it to be either an information medium or a
social medium. For some reformers and open science people, Twitter facilitates
mobilization and activism for the movement. These people can rally and increase
alignment with their purpose by broadcasting information and news on a wide
scale. At the same time, people connect with their friends and colleagues on
Twitter, and become friends with Twitter acquaintances as they discover people
they share interests and life and work philosophies with. People discover life
partners, co-authors and jobs, and expose themselves to perspective shifts as well
as being polarized in their ‘bubbles’. These are all functions of social networks.

Coming back to an earlier point I raised, how suitable is the use of bio key-
words when it comes to identifying members of the group? This question comes
to the fore when we compare these networks, too. Many people readily self-
identify, but at the same time, not everyone who self-identifies as a ‘reformer’ or
open science advocate truly acts in these capacities, participating in their commu-
nity along with other members who similarly self-identify. Many people choose
against self-identifying, or do not think much of using adjectives like “science re-
form” and “reproducibility” in their Twitter bios to do so. I argue that both mech-
anisms are at play for this constellation, and it means that defining the group
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by these keywords is likely a method too flawed to be genuinely useful, at least
if used on its own. That said, the use of these keywords yielded a valid set of
sub-communities, which indicates that it is at least one sound approach.

Similarly, does using the hashtags #openscience and #AIMOS2020 produce
a faithful snapshot of one or more facets of the group structure or its member-
ship? The number of nodes in the #AIMOS2020 network is close to the number
of people who participated in the first day of the conference (i.e., 150 people), ac-
cording to the conference organizers. Even if this number is not exactly accurate,
I consider that, combined with my observation and experience during my ethno-
graphic work, a sign that the hashtag network approximates that sub-community
of conference attendees (and, thus, a true sub-community within the greater re-
form/open community) relatively well. If so, does this hashtag network mean that
its corresponding sub-community in the constellation is a small-world network,
where everyone knows everyone? Where information is transmitted throughout
the network quickly and easily, and where people work and communicate closely
with one another? The @openscience hashtag network is a different story. This
hashtag is heavily used, but is it used by actors who are true participants in the
constellation? Is this fragmented, sparse, widely dispersed engagement network
a reflection of the true nature of the reform and open science constellation?

I argue that both possibilities are likely. In the light of the findings of the
previous chapter, I argue that if one attempts to consider the reform, open and
metascience constellation as a single community, one will discover a group of
people that is highly fragmented and sparse, with a lack of evidence of people
working together on a single thing. If, instead, one conceives of this group as a
constellation of communities of practice, we will see a much different picture. We
will see that although the constellation ultimately unites in their shared enterprise
of ‘scientific improvement’, it is more fruitful to emphasize the dense communities
of practice that stud the landscape like clusters of stars in the sky. Communities
like the one I captured using the 2020 AIMOS conference hashtag, for instance.
Communities like the five the algorithm ‘detected’ when it was run on the large
follow graph. I will explore this concept in more detail in this dissertation’s con-
clusion (Chapter 9), and consider the possibilities opened up by the introduction
of the concept of a constellation.
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Conclusion

9.1 Summary of Findings

The research ‘problem’ I entered this doctoral topic of study with was broad, com-
plex, nebulous and, at times, intractable. It demanded that I keep an open mind,
and remain neutral and receptive to multiple and varied streams of information
and perspectives. It was well-suited to an exploratory, mixed-methods approach,
and indeed, that is the nature of the research I present in this book. As such, this
‘discussion’ section does not contain any mention of predictions or expectations.
In this final chapter, I summarize my ethnographic and network analysis findings,
then convert some of my interpretations into recommendations. In doing so, I
consciously shift my stance from a participant-observer to reform activist, though
I try not to completely leave neutrality behind.

Ethnography

Constellation of Communities of Practice

Before undertaking the ethnographic analyses reported in Chapter 7, I had long
referred to a community of practice, or an ‘open science’ or ‘reform’ community.
Such descriptions attributed a homogeneity to the group that does not exist. That
description belied the complexity and diversity that these people represent in how
they perceive their enterprise, and how they approach their practices. Undoubt-
edly, the most salient conclusion I made in the light of the ethnographic material I
explored was that the open science, metascience and reform collective is best de-
scribed by Wenger’s 1998 concept of a ‘constellation of communities of practice’.

Recall, from Chapter 7, that the communities of practice (CoPs) within a con-
stellation share an enterprise (or have related enterprises, if not the same one),
and share a common cause, as well as some members. The constellation pro-
vides a space which allows for multiple and competing discourses to exist and
influence one another. The ethnographic findings certainly expose each of these
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elements in the open and reform group. Their shared enterprise – the betterment
of science – is pursued in varying ways across the constellation, and contribu-
torship is defined separately for each CoP, depending on their own competencies
and priorities. For instance, some CoPs in the constellation prioritize diversity,
inclusion and tone, while others focus on improving methodology and statistics.
Some of the CoPs pursue their version of the enterprise using elements of quan-
titative practice, while others work from their roots in qualitative traditions. The
landscape of this constellation is heterogeneous and complex.

Some communities such as those associated with the Psychological Science
Accelerator, for instance, are putting a great deal of time and effort into exploring
the ‘team science’ approach on a global scale. Others in philosophy of science
focus on deep meta-issues like when and whether and how a research result can
be treated as evidence for a scientific claim. Yet others who study scientometrics
consider the role of academic achievement indicators (such as the h-index and
impact factor) in academia, and explore how scientometric evaluation impacts
practice in science. The work of these CoPs varies in terms of how applied or
fundamental the approach is. Two examples that are close to me and my own
work (current and future) give a sense of what I mean here. The Nanobubbles
project (spanning France and the Netherlands),1 funded by the European Re-
search Council seeks to understand how the process of error correction of science
works, and when it fails. The project combines the natural sciences, engineer-
ing and the humanities and social sciences in its interdisciplinary approach to
the problem. Another collaboration, the Responsible Research Project,2 takes a
practical approach to developing integrity and robust research competency across
multiple scientific disciplines. Led by researchers in the Netherlands and the UK,
this group aims to establish a community of practice across Europe and the UK,
centering on responsible research practices.

At the same time, but each in very different ways, the various CoPs of the
reform and open space pull the movement toward better science forward. They
contribute differently and uniquely to the common goal of reform, and their com-
petencies overlap and complement each other even as they struggle in disagree-
ments on Twitter.

Power and Dominance, and the Collective Identity

I observed that power is unevenly distributed across the constellation. Some CoPs
claim dominance over others, with their priorities weighing more heavily in the
equation of the collective identity than others. Historically, we have seen an em-
phasis on positivist and methods-focused traditions in crisis discourse. Consider
the strong focus on replication and preregistration, and other quantitative open

1See the group’s blog here: https://nanobubbles.hypotheses.org.
2See https://www.universiteitleiden.nl/en/news/2021/10/a-community-of-practice

-in-responsible-research-across-europe.
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science practices, for instance. The distinction between ‘good’ and ‘bad’ science is
often made, and the definition of ‘good’ is often very restricted. The foreground-
ing of these elements of reform practice has overshadowed and diminished others,
such as diversity and equality, and discussion on tone.

Despite this, the more marginalized CoPs are starting to assert their own agen-
das into the collective focus. The idea of an ‘open science buffet’ has gained mo-
mentum, and the focus has turned to making science more accessible to those
who have been sidelined in the past (e.g., disabled researchers, and those based
in developing and poorer countries). There is clear tension in the reform and
open science space, and it is clear that the collective identity is in the process of
negotiation between member CoPs in the constellation.

Pulling at the Moorings of Tradition

Member communities of practice continually work at shaping their own identities,
as well as the collective enterprise. They push and pull amongst themselves, all
the while trying to break free from (and, in some cases, completely dismantle) the
structures of traditional academia, and wrest control from it. We see elements of
this part of the collective enterprise everywhere, from the establishment of novel
publication platforms like ResearchEquals (which completely turns the traditional
publishing system on its head by instantiating a ‘pay to close’ model)3, and Oc-
topus, to the introduction of new article submission types like registered reports
(which are accepted at 300 journals world-wide, as of April 18, 2022) which
explicitly build in peer review of the planned research methodology which is con-
ducted before the data are collected and analysed. We see open research method-
ology being taught to undergrads and master students at universities all over the
world, and citizen and crowd-sourced science initiatives are gaining more funding
and exposure all the time.

Network Exploration

Bruckman argued that embracing the idea of communities with fuzzy bound-
aries, and delineating groups by their members’ characteristics is the best way to
approach the issue of online community definition. The network analysis I con-
ducted was in the spirit of her recommendation. I collected Twitter follow and
friend data based on searches made using terms that the group used themselves in
their profiles and in their posts on the platform. I focused on users who included
adjectives such as ‘open science’, ‘metascience’ and ‘science reform’ in their bi-
ographies, and those who used certain relevant terms in their posts. Comparing

3Whereby authors have to pay a fee if they want a more restrictive license on their work. For a
completely open licence – such as a CC0, meaning that no rights are reserved and the author places
their work entirely in the public domain – publishing is free. For an all rights reserved license,
however, authors must pay ResearchEquals 549.99 Euro.
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the networks produced by these different search parameters formed the basis of
my network analysis.

Comparison by Network Metrics

When comparing different networks on the metrics I obtained through Gephi and
NetworkX, several things became salient. First, and most important is that the
network analysis supports the idea of the online open science and reform net-
work being, in fact, a constellation of sub-networks. The follow network, a large,
broad network of 2246 nodes (the users within it were obtained via a search of
biography terms, see Chapter 8), was relatively sparse and modular. Analysis re-
vealed a possible structure to this network, which included five sub-communities
(of which four were large and well-defined). Two of these four resembled ‘small-
world’ networks. In other words, the analysis indicates the existence of com-
munities of practice within a broader constellation defined by certain important
keywords. That said, the four sub-networks were relatively modular themselves,
each with at least four communities subsumed in their structure. This may in-
dicate that there are at least twenty separate communities of practice within the
constellation, which can be broadly grouped into scientific discipline, or by some
other grouping variable.

News Medium or Social Network?

Although Twitter is often called a social networking site, some research (see e.g.,
Kwak et al., 2010) has advanced the idea that people and other entities use it
just as often as a news and information-broadcasting medium, and that it is fre-
quently used as both. Although I did not formally explore this hypothesis, my
network analysis supports the idea that the open and reform constellation makes
use of Twitter in both its possible capacities. Automated and organizational ac-
counts tend to use Twitter to broadcast information and amplify the content of
others, depending on the text of posts, while human users tend to follow people
they know in some capacity (friends, family and coworkers), or people who post
content that interests or amuses them. This was indicated by low reciprocity and
dominance of automated accounts in the #openscience network, compared with
higher reciprocity and dominance of human accounts in the algorithm-detected
sub-communities (communities 1, 3 and 4 in particular showed characteristics of
a social network usage).

Globalization

The #AIMOS2020 and #openscience networks I captured using separate live
streams gave evidence of a somewhat globalized open science and reform net-
work (though, some countries like the UK and USA do dominate). The 20 most
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influential user accounts in the #openscience network alone represented 7 dif-
ferent countries, while the #AIMOS2020 network represented nineteen different
countries. As many researchers have emphasized (see, for instance, Merle, Reese
& Drews for a study on global identity and the online social world: 2019), Twitter
is highly globalized. Merle and colleagues say that Twitter and sites like it have
“become channels to express political opinions, and communicate with people
across the globe.” (p. 2019, ibid) Since the start of the pandemic, it is likely that
this is even more the case, as scientific societies and institutions have had to turn
to hybrid or completely virtual conferences and workshops. The AIMOS, SIPS and
Metascience conferences in 2021 all had the listings for their sessions and talks
in multiple time zones to facilitate the variety of different people who had signed
up.

The somewhat global character of the open and reform science constellation
is a reflection of the broader academic context out of which it has emerged. On
one hand, it represents the fact that science is a global enterprise: Many benefit
from scientific advancement, and people from many countries participate in its
practice. That said, the constellation reflects the under representation of some
groups in science. Consider the continent of Africa, for instance, which is greatly
under represented in scientific practice and scholarship, despite having the largest
population by continent in the world (North et al., 2020).

Study Limitations

Another salient finding revealed by the network analysis is that the whole open
science and reform constellation is difficult to capture using this method. This
is likely because there is no formal community, and no single reliably- or even
widely-used descriptor which one can search Twitter’s user data bank. Hashtags
like #openscience, and nouns like ‘transparency’ and ‘reproducibility’ allow for
the collection of a decent proxy network (or networks), but it is still the case that
these networks are hazy, distorted reflections of the true online open and reform
constellation (if there were to be such a thing). Necessarily, some people are
missed. Some people, as I mentioned in Chapter 8, do not self-describe using any
of the adjectives or nouns I queried. Many rarely use hashtags like #openscience,
and some not at all.

This is undoubtedly a limitation of any quantitative approach to the problem
of delineating an informal community. Unless a group of people can be reliably
categorized by some kind of quantifiable descriptor, this issue will remain un-
solved.

The quantitative approach I have used in this dissertation to explore the con-
stellation of open, metascience and reform communities of practice is not the
only one with limitations. Entire communities of practice seem to be overlooked
even after three and a half years of ethnographic research. Take the example of
forensic science reform. As Duke University School of Law professor Dr. Brandon
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Garrett’s fascinating book Autopsy of a Crime Scene (2022) details, the forensic
science reform community is a large and active one. Their movement, which cen-
ters around reforming forensic science methodology, and challenging the criminal
justice system’s unhealthy reliance on it, predates the one I have been studying
by at least two decades. Their efforts have not come to my attention during my
ethnographic study. I only discovered this community through randomly stum-
bling upon the narrated version of Garrett’s book in Audible, an audio-book app,
despite members of the reform community such as Jason Chin and Lindsay Malloy
being in or adjacent to such topics.

9.2 Concluding Reflections

The findings of this doctoral work revealed that the collective of people who study,
practice and advocate for scientific reform are not a single cohesive, homogeneous
community with a coordinated practice in service of achieving a joint enterprise.
I have presented arguments driven by qualitative and quantitative evidence that
this group are better categorized as a constellation of multiple, diverse communi-
ties of practice, with shifting, mutable boundaries, in which a collective identity
and enterprise is being continually negotiated. Each CoP in this constellation,
though united by the broader joint enterprise of improving science, coordinate
their own varied approaches which are characterized by different competencies
and academic traditions, and driven by a diverse set of interests, priorities and
needs.

A constellation is a complex social structure, certainly, how could a group
of interconnected but diverse communities not be? Wenger says that “as com-
munities of practice differentiate themselves and also interlock with each other,
they constitute a complex social landscape of shared practices, boundaries, pe-
ripheries, overlaps, connections and encounters” (1998; p. 118). I argue that
the open and reform space is especially so. For one thing, the joint enterprise
is a constantly evolving thing by nature, because that enterprise is reform. That
means that power within the constellation is dynamic; which CoPs are dominant
is subject to constant change.

Additionally, ‘locality’ (Wenger speaks of individual CoPs as being local; the
wider configuration of a constellation can be thought of as global) is complex.
It is likely that most CoPs in the constellation are widely distributed in terms of
geography (though certainly, some CoPs such as the UK reproducibility network
for instance, find cohesion in being geographically close), despite ties of academic
tradition or discipline, or links between one another due to participation in virtual
platforms like Twitter. Another factor contributing to complexity is that these
CoPs are not only connected within the constellation; they also exist within the
constellation which is a component of the wider academic community. As such,
the constellation’s member CoPs are sensitive and subject to academia’s social
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structures, tensions and demands in addition to those of the constellation.

Current Challenges and Recommendations

This complexity brings with it challenges and roadblocks to the success of the joint
enterprise. I consider some of these in this section, and provide recommendations
for how the various CoPs might shift their perspectives and practices to accom-
modate the unique needs of the diverse constellation, with the ultimate goal of
propelling the reform movement forward. Over the course of my ethnographic
study, I have recognized a few key areas for improvement for this – my – field.
The literature is also rich with examples of problems that this movement faces. I
have identified a lack of true discussion among CoPs. There’s plenty of talking,
plenty of discourse, but little genuine engagement or listening. I, and others I
have spoken with have seen a lack of self-reflection and humility. There has been
a lack of engagement about the issue of diversity and inclusion from many CoPs,
which some CoPs have pointed out.

Talk Versus Discussion

“The good news is that everyone is talking. . . ”. Koehler (p. 5; 2010) was refer-
ring to progress in forensic science reform. Although my ethnography revealed
much talking, I often failed to see real evidence of listening among different CoPs
in the constellation. Koehler’s 2010 article communicates an (albeit cautious) op-
timism about major structural reform in the forensic sciences, but I admit I am
pessimistic about whether just talking will lead to progress, as Koehler suggests
it can. A fruitful conversation requires coordinated communication, with recep-
tivity at both ends, rather than just talking loudly at cross-purposes (which is,
at times, what it seems like). Listening in the face of contrasting perspectives
and backgrounds requires a true time and effort investment, even when it is just
between two people. What a monumental effort fruitful communication would
require between multiple, overlapping, diverse CoPs!

Despite these barriers to effective communication between CoPs, many people
occupy brokering positions within the constellation. People like Richard Morey,
and Lisa DeBruine, for instance, who seem to be able to seamlessly interface
with multiple CoPs, talking about R packages and statistics with modellers and
programmers, while at the same time championing and supporting diversity and
good tone in scientific debate. As the reform movement continues to grow and
gain adopters, it is likely that more people take up the role of brokers, and perhaps
it is possible that over time, talk gives way to conversation.

Diversification and Inclusivity

WEIRD Reform Diversification is a painful topic for many researchers who are
working using few resources to improve science, because despite the international
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nature of the constellation I highlighted earlier, many actors and groups are con-
cerned about a US- and Euro-centric reform movement. For instance, there has
been much concern about the fact that the SIPS conferences have so far only
been held in the continental US and Western Europe (2016-2019), and that two
of the next are to be held in Canada and Italy. SIPS has responded with a call for
proposals for where to host the 2024 SIPS conference. Included in the call’s text
is the following passage: “When major conferences are held in only one or two
geographic regions, less financially secure scholars are systematically excluded,
which limits the exposure of their perspectives to an international community.”
SIPS’s global engagement task force (put together to respond to concerns about
a lack of inclusion and accessibility after the 2019 Rotterdam conference) recom-
mended that “SIPS hold the annual conference in geographically diverse regions,
including those traditionally labeled as ‘Global South’, ‘Low and Middle Income
Countries’.”

SIPS and other formal societies within the constellation have a long way to
go, this gesture notwithstanding. Although it is a good step forward, the call for
proposals is disappointing, in my opinion, because it places quite a burden on
people with existing barriers to participation. The proposals need a great deal of
detailed information, and for most regular people (with limited experience with
event management), would take some time to put together. Alongside other in-
formation (such as a discussion of why the author of the proposal is able to be a
suitable host of the conference), proposals need to include information on where
the conference would take place in the requested host country, whether the pro-
posed facilities are adequate for a certain number of participants, whether the
site has spaces that facilitate networking and informal exchanges, and is close to
eateries, lodging, and transportation. The proposal must also include an approx-
imation of the cost required to reserve the site for the conference. Even more
information is needed which addresses potential advantages of the conference
location such as accessibility, funding sources which can be applied for, and SIPS
groups in the area. Proposals must provide a discussion of potential limitations
of the host location, such as laws or local ordinances that target marginalized
members of the SIPS community and potential visa restrictions.

Attendees of past meetings in the US and Europe have not been required to
do the legwork needed to fill in one of these proposals – SIPS did all of that for
them. It is doubtless difficult to access some information about a potential travel
location if you are not a local there yourself, but to me, it seems inequitable for
people in disadvantaged positions to have to do the hard work if they want SIPS
to be held somewhere that they can easily attend. To me, this is an attempt at
accessibility and inclusivity that falls dreadfully short of its supposed goal. I have
heard SIPS attendees talk about the problems of WEIRD research (i.e., research
that is focused on and conducted largely by western, educated, industrialized,
rich and democratic peoples), yet it is difficult for this society to break an existing
pattern of WEIRD conferences.
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Infrastructures Many in the reform movement aim to reform as much of sci-
ence as possible, not just positivist scientific traditions for whom replication is
most applicable (though as I have previously argued, positivist traditions domi-
nate, and much of the discussion is led by those in positivist disciplines). That
means that the open and reform constellation’s discourse needs to open and adapt
so that learning can take place about how best to serve a range of scientific tra-
ditions, and how to meet other research goals and needs. This brings in the
issue of infrastructures. What infrastructures exist for supporting open and re-
form goals tend to fail to recognize that not all research material can and should
be digitized (and, for that matter, that some processes surrounding research ma-
terial production and storage cannot be easily digitalized). Additionally, existing
infrastructures need to be improved to facilitate as many different kinds of re-
searchers as possible, including qualitative researchers, those with disadvantaged
backgrounds, and older scientists. Openness on its own does not bring the joint
enterprise forward. Training and education, useful and usable infrastructures,
and administrative support must accompany sharing of data, materials and code.

Self-criticism and Humility

It appears to me (and others), ironically, that many CoPs within the open and
reform constellation are lacking in self-reflection and humility. New initiatives
and practices are being produced and adopted at a fast rate, and they generate
clear and direct benefits for both science and scientists. At the same time, the
scientific reform movement is still in its infancy and the long-term effects of many
interventions have not been evaluated. The situation is made even more difficult
by the fact that academic science is a complex system, and the downstream con-
sequences of modifying complex systems are notoriously difficult to anticipate.

Many have expressed concerns about these issues. Devezer, Navarro, Van-
dekerckhove and Buzbas (2020), for instance, argue that reform policies have
“little evidentiary backing” and are “based on methods which are suggested with
no framework for assessing their validity or evaluating their efficacy” (p. 1).
Ioannidis (2014) and Tiokhin and colleagues (2021) have shared similar con-
siderations, particularly regarding the potential for unintended consequences of
otherwise well-intentioned incentives and changes.

9.3 Toward a Richer Reform Identity

As I have already mentioned, different CoPs in the constellation have different
philosophies, priorities and needs, and specialize in different academic compe-
tencies. This means that their contributions to the movement will vary greatly
from one another, and that work has to be done for the movement’s collective
identity to reflect these diverse contributions.
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Discussion

With all of this said, there is cause for hope. The reform movement is yet in
its infancy. As more people adopt the reform mindset and practices, and more
inter-CoP collaborations are born, it is likely that gaps between CoPs will become
narrower. One key practice which will be invaluable to the process of advancing
this positive change, and developing greater cohesion within the constellation is
reflexivity.

As Finlay (2002) puts it, reflexivity is a process in which the researcher ex-
plicitly, continually engages in an analysis of personal influences on the research
process. As myself and Derksen have explained in our 2021 article, reflexivity
assists the researcher to question and adapt their interpretations of the research
material, based on issues that arise throughout the study. In our article, we con-
sider the idea of establishing a “new culture of reflexivity” in science that can play
a role in increasing the quality of research findings, which complements an ex-
isting and growing interest in transparency. At present, researchers in empirical
fields tend not to include reflexivity explicitly in their research practices, or in-
clude reflections and positionality statements in their written reports. Were they
to do so, and those reflections were to be read by peers, they could be used as
information sources. Replicating authors, for instance, could use the information
to guide their replication studies.

Reflexivity can also be valuable as a means of remaining humble. Although
many reform initiatives confer great benefits to science, they are still borne of peo-
ple with their own agendas and flaws, and who are still embedded in an academic
system that the joint reform enterprise has explicitly labeled as systemically trou-
bled. Interrogating the movement’s reform practices is part of remaining humble
and self-reflective, and will no doubt serve the progress of the momentum well.

A self-reflective and humble reform movement will be able to recognize and
remedy the issue of overgeneralizing standards, practices and principles. Practical
reforms and support for them must be field- or CoP-specific. Reformers must
encourage and foster richer, qualitative assessment and evaluation, with value-
laden criteria alongside existing quantitative approaches. Long-term strategies
for reform, including infrastructures must be incentivized and made accessible to
as wide a user-base as possible, involving stakeholders from diverse disciplines
and traditions.

Conclusion

Science has come a long way since the shocking details of Diederik Stapel’s mis-
conduct were first laid bare for all to see. In 11 short years, we have gone
from simple, clumsy preregistration templates, controversial special issues such
as ‘Replicability in Psychological Science: A Crisis of Confidence?’ in Perspectives
in Psychological Science (Issue 6, November, 2012) and novel and exciting calls for
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replication studies (such as the Journal of Experimental Psychology: General’s of
2014) to countless global grass-roots reproducibility networks, international con-
ferences and sophisticated platforms and software which present a real challenge
to existing academic structures and traditions. Although the reform movement
has had its dark, unpleasant periods, it remains remarkable in the momentum it
has maintained for more than a decade. I am optimistic that change in science is
yet to come from the activism of reformers, metascientists and open science ad-
vocates, that will enact massive and persistent shifts in philosophy, practice and
perceptions. I have hope in this movement – in the kind of change it has the po-
tential to make in science – and will be right there alongside my peers, working
to establish the change I want to see in science.
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Samenvatting

Gebeurtenissen in de jaren 2011 en 2012 legden de basis van wat een sociale
beweging in de wetenschap zou worden. Het begon met problemen rond het
bestuderen en rapporteren van psychologische fenomenen, schokkende fraudeza-
ken waarbij gegevens werden vervalst, en berichten over de verrassend hoge
schattingen van de prevalentie van wetenschappelijk wangedrag. De bezorgdheid
over de integriteit, de geldigheid en de betrouwbaarheid van het onderzoek brei-
dde zich uit en trof een groot deel van de wetenschappelijke gemeenschap; een
kettingreactie die in gang zette wat nu bekend staat als de wetenschappelijke
hervormingsbeweging.

Deze beweging heeft tot doel de wetenschap te verbeteren. Zij streeft naar
verbetering van wetenschappelijke methoden, statistische technieken, theorie-
ontwikkeling, verslaglegging, het academische publicatiesysteem, en inclusiviteit
in de wetenschappelijke gemeenschap. Om deze doelstellingen te bereiken, richten
mensen en organisaties binnen de beweging zich op bewustmaking van de proble-
men, bieden zij onderwijs en steun bij het overnemen van hervormingsfilosofieën
en -praktijken, en werken zij aan de totstandbrenging van nieuwe onderzoeksin-
frastructuren ter ondersteuning van de grotere transparantie en diversiteit die de
beweging is begonnen te bevorderen.

Hoewel de hervormingsbeweging en haar doelstellingen bewonderenswaardig
en veelbelovend lijken, gaat het toch om een groep mensen, met alle onvermi-
jdelijke intermenselijke uitdagingen van collectieve actie van dien. Pesterijen en
wij-tegen-hen mentaliteiten, samen met de heterogeniteit die de hervormingsbe-
weging heeft geërfd van haar moedersysteem, de academische wereld, werken in
een complexe samenloop. De spanningen en ontevredenheid die zij veroorzaken
hebben geleid tot scheuren binnen het geheel, waardoor het collectief uiteen is
gevallen en misschien zelfs is verwaterd.

In deze dissertatie doe ik verslag van het onderzoek dat ik bij deze groep
mensen heb uitgevoerd. Vragen over de cultuur en de structuur van de gemeen-
schap waren mijn drijfveer. Ik wilde weten uit wat voor soort mensen de gemeen-
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schap bestaat, en aan wat voor soort onderwerpen en praktijken zij prioriteit
geven bij het nastreven van hun gemeenschappelijke doel. Hoe behandelen ze
kwesties van lidmaatschap en identiteit in de context van hun gedeelde doelen,
en hoe wordt omgegaan met problematische actoren? Hoe gebruikt de groep het
platform Twitter om deel te nemen aan hun activiteiten als een gemeenschap?
Wat is de algemene structuur van de gemeenschap? Is het een samenhangend
geheel, of is het meer complex?

Ik gebruik een mix van methoden om deze vragen te onderzoeken, en mijn
bevindingen te interpreteren. Etnografische methoden zorgden voor een rijkdom
en complexiteit in mijn beschrijving van de hervormingsconstellatie, terwijl een
sociaal netwerkperspectief me in staat stelde om vanuit een kwantitatieve inval-
shoek een idee te krijgen van de mogelijk modulaire structuur van de groep.

Een ‘Community of Practice’ (CoP) is een groep die een gemeenschappelijk
doel of zorg deelt, en die zich als een gemeenschap verenigt om dat doel te
bereiken. In deze dissertatie pas ik het CoP-concept van Etienne Wenger toe
op de wetenschapshervormingsgroep. Ik beschouw hoe de groep onderhandelt
over identiteit en betekenis, en hoe zij samen optrekken om hun gezamenlijke
onderneming van wetenschapshervorming uit te oefenen.

Ik beschouw het verwante concept van een constellatie van CoP’s, en ik bear-
gumenteer dat hoewel de mensen die de wetenschapshervorming aansturen zin-
vol kunnen worden beschouwd als een CoP, het misschien nuttiger is om hen
te beschouwen als een constellatie van praktijkgemeenschappen. Een ‘constel-
latiestructuur’, waarbij meerdere subgroepen bestaan binnen de bredere her-
vormingsgemeenschap, houdt rekening met de pluraliteit van de identiteit van
de hervormingsgroep: Zij biedt ruimte voor de verschillen in instrumenten, prior-
iteiten, modi operandi, en regels en verwachtingen inzake betrokkenheid tussen
de bestaande clusters, maar ook voor het duidelijke overkoepelende doel van
wetenschappelijke verbetering, dat ongetwijfeld centraal staat in elke subgroep.
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